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ABSTRACT

The COVID-19 (coronavirus disease 2019) pandemic affected more than 186 million people with over 4 million deaths worldwide by June 2021. The magnitude of which has strained global healthcare systems. Chest Computed Tomography (CT) scans have a potential role in the diagnosis and prognostication of COVID-19. Designing a diagnostic system, which is cost-efficient and convenient to operate on resource-constrained devices like mobile phones would enhance the clinical usage of chest CT scans and provide swift, mobile, and accessible diagnostic capabilities. This work proposes developing a novel Android application that detects COVID-19 infection from chest CT scans using a highly efficient and accurate deep learning algorithm. It further creates an attention heatmap, augmented on the segmented lung parenchyma region in the chest CT scans which shows the regions of infection in the lungs through an algorithm developed as a part of this work, and verified through radiologists. We propose a novel selection approach combined with multi-threading for a faster generation of heatmaps on a Mobile Device, which reduces the processing time by about 93%. The neural network trained to detect COVID-19 in this work is tested with a F1 score and accuracy, both of 99.58% and sensitivity of 99.69%, which is better than most of the results in the domain of COVID diagnosis from CT scans. This work will be beneficial in high-volume practices and help doctors triage patients for the early diagnosis of COVID-19 quickly and efficiently.

1. Introduction

After the outbreak in China in December 2019, the World Health Organization (WHO) identified Severe Acute Respiratory Syndrome CoronaVirus-2 (SARS-CoV-2) as a new type of coronavirus. COVID-19 is a disease caused by SARS-CoV-2, which primarily affects the respiratory system. The coronavirus 2019 breakout was declared a public health emergency at the international level by the World Health Organization on 30 January 2020. It was given pandemic status on 11 March 2020 [1]. Economies were ruined by the pandemic and it caused unrivaled challenges to healthcare and food systems across the globe. The pandemic has overwhelmed health care systems. As a result, diagnosing and treating other diseases have been postponed. After multiple waves of COVID-19, health care workers and society, in general, have become exhausted. The real-time reverse transcription-polymerase chain reaction (RT-PCR) test is the standard and used for detecting the presence of COVID-19 in an individual [2]. Due to the high false-negative rates, long turnaround times, and shortage of RT-PCR kits, chest CT scans were found to be an effective and fast alternative to diagnosing COVID-19 [3]. CT scans combine a series of X-ray images taken from different angles around the chest which are then post-processed by computer to create detailed cross-sectional images Chest CT scanning is valuable in the diagnosis of COVID-19 disease. In some cases, the RT-PCR gave negative results and is highly operator dependent, but CT scans confirmed the diagnosis of COVID-19 [4]. Overall due to the high specificity and fast diagnosis, chest CT findings can be a better option than RT-PCR [5]. On chest CT, COVID-19–associated pneumonia usually has a pattern of ground-glass opacification in a peripheral and lower lobe distribution in the lungs [6–8]. This common imaging pattern on CT was used as an aid to observe the COVID-19 in lungs through deep learning [9,10]. In this work, the neural network was trained to detect this finding with very high accuracy and specificity, and fewer parameters, as the model is to
be ported on a mobile device. Most of the devices consisting of the Android Operating System (OS) consist of mobile phones and tablets. Given the dire situation caused by COVID-19, a portable, swift, and completely automated aid for diagnosing the disease on CT scans would be beneficial. The novel CovCT application proposed in this work can provide this service on a portable android device. Unlike time-consuming testing methods such as RT-PCR, the CovCT app would provide an optimal method of triaging patients with COVID-19. The CovCT android application is capable of detecting COVID-19 from chest CT scans and generating heatmaps to further illustrate COVID-19 affected regions in the lung parenchyma. The application is very lightweight due to several parameters in the neural network along with the best accuracy in the domain. Our results of the infection heatmap are also verified by expert cardiothoracic radiologists. A novel, swift and low-cost lung parenchyma segmentation algorithm is a part of the CovCT application. A novel approach for the faster generation of heatmaps on android devices is also developed in this work.

2. Related work

Artificial intelligence (AI) is one of the most popular approaches for automated disease detection. Many articles have been published in which AI is used to diagnose Covid-19 infection using chest computed tomography (CT) images. Some of the most important and recent advancements have been stated in Table 1. To discover COVID-19 related characteristics from chest CT, some of them employed basic techniques such as hierarchical and spatial models [11]. Various deep learning approaches were employed in the direction of better accuracy for COVID-19 related findings from CT images [7,12-16]. Our group developed an AI-driven algorithm for detecting ground-glass opacities (GGOs) in COVID-19 patients’ lung images [7]. In their analysis, they employed “MosMedData.” The authors segmented lungs and GGOs using point cloud and PointNet++ architectures. They are the first to deploy point cloud and PointNet++ architectures for medical image analysis with 98% evaluation accuracy. Gianchandani et al. proposed an ensemble method for COVID-19 diagnosis from chest X-rays through an ensemble of deep transfer learning models for better performance [17].

Table 1
The Study of various existing machine learning techniques for COVID-19 detection from chest CT scans and their corresponding results. All of these studies are aimed at COVID and Non-COVID classification of CT images.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Method</th>
<th>Results</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Transfer learning on Inception</td>
<td>Accuracy – 98.78%</td>
<td>[19]</td>
</tr>
<tr>
<td></td>
<td>Recurrent Residual Neural Network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Construction of AI model using</td>
<td>The area under the curve (AUC),</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td>Transfer learning on ShuffleNet</td>
<td>sensitivity of model and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>V2</td>
<td>specificity of model</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>were 0.968 9, 90.52% and</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>91.58% respectively.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Feature extraction done by</td>
<td>Accuracy – 99 ± 0.9%</td>
<td>[21]</td>
</tr>
<tr>
<td></td>
<td>DenseNet121 and bagging classifier trained on top of</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>these</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Lesion-attention deep neural</td>
<td>with 0.94 of the AUC score</td>
<td>[22]</td>
</tr>
<tr>
<td></td>
<td>networks, using pretrained network weights including VGG16, ResNet18, and ResNet50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Comprehensive System using</td>
<td>sensitivity, specificity, and</td>
<td>[23]</td>
</tr>
<tr>
<td></td>
<td>ResNet 50</td>
<td>the AUC score were 94%, 98%, and 0.994 0 respectively</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Network based on regression of</td>
<td>accuracy and sensitivity of</td>
<td>[24]</td>
</tr>
<tr>
<td></td>
<td>multi view point and 3-Dimensional U-Net</td>
<td>94% and 100%</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Transfer learning on ResNet18</td>
<td>AUC score – 0.996 5</td>
<td>[25]</td>
</tr>
</tbody>
</table>

Hasan et al. proposed the Coronavirus Recognition Network (CVR-Net) in their work, which uses radiography images to detect COVID-19. The results from this showed an average accuracy of 78% [18].

Accuracies in models trained with transfer learning were also observed to be very good. Brunese et al. reported an average accuracy of 97% in their work. They used a pre-trained VGG-16 model and performed transfer learning on the model for automatic detection of COVID-19 using chest X-Ray images [26]. Jaiswal et al. performed transfer learning of the DenseNet201 Model for the classification of the COVID-19 infected patients. It extracted features by using its learned weights on the ImageNet dataset [27]. T. Anwar et al. used EfficientNet B4 to distinguish between COVID and normal CT-scan images with a 0.90 F1 score [28].

Many approaches have customized deep learning architectures for better detection. Ozurk et al. presented DarkCovidNet, which automatically detected COVID-19 using chest X-ray images. The classification accuracies obtained from this model were 98.08% for binary cases [29]. In another work, Mukherjee et al. developed a custom architecture for CNN which had nine layers for detecting COVID-19 cases. For the training of the model, they used X-Rays, and CT scans. The network achieved an overall accuracy of 96.28%, which was better than most of the CNN-based models [30]. In the Ai-Karawi et al., Gabor filters extracted different texture features from CT images. Then these features were utilized for training support vector machines, which were further employed for classifying the COVID-19 cases. This approach got an average accuracy of 95.37% and a sensitivity of 95.99% [31]. N. Palaru et al. proposed Anam-Net, which is a CNN architecture based on depth embeddings. It detected an irregularity in COVID-19 chest CT images. The Anam-Net architecture was lightweight and can be used for inference generation in mobile or resource constraint platforms [32]. H. Alshazly et al. studied various deep network architectures such as SqueezeNet, Inception, ResNet, Xception, ShuffleNet, and DenseNet and proposed a transfer learning strategy to achieve the best performance. As a result, ResNet101 achieved an average accuracy of 99.4%, which is better than others, and had an average sensitivity of 99.1% [33]. N. Basantwanit et al. used transfer learning on an Inception-V3 model and ported it to an android application with an accuracy of 94% [34].

A study by Hammad et al. suggests advancement in the classification accuracy of the neural network by introducing a feature extraction stage followed by a genetic algorithm which results in an increment of 0.95% of classification accuracy, compared to state of art models and approaches [35]. Another study gave an approach for myocardial infection detection using proposed CNN with a special focal loss function; results indicate that their approach has increased accuracy by 9% in detecting myocardial signals [36]. These both studies have proposed a method for improving the accuracy of detecting medical conditions from signals, while their focused intermediary steps can be tested for improving the accuracy of the deep learning model in COVID-19 detection from CT images.

Most of the models were observed to either have less accuracy or a very large number of parameters for the model to be ported to a mobile device. Some models were customized for mobile devices, but our approach is entirely different from them and outperforms them for a perfect blend of accuracy, parameters, and specificity. Fig. 1 shows an overall workflow of the proposed deep learning approach.

3. Overview of approach

This work is motivated to design a portable and accurate COVID-19 diagnosis system working on an Android application with a deep learning algorithm to analyze the chest CT scans for the presence of COVID-19 and further mark the COVID-19 presence in the segmented lungs’ region through an attention map. The utmost focus lies in designing the deep neural network with high accuracy and fewer parameters that can be deployed to the Android Operating System (OS) using minimal memory, unlike many other works that render the trained
models in hundreds of Megabytes (Mb). Chest CT images were normalized and converted to Portable Network Graphics (PNG) format for simple viewing and file storage on an Android smartphone. Then the image was fed to the lung parenchyma segmentation algorithm developed in this work using computer vision. The algorithm proposed for lung parenchyma segmentation is robust and involves very light processing on a mobile device. This segmentation algorithm first forms the contour around the detected regions of lung parenchyma and then segments the image for the lung region as shown in the blue dashed box region of Fig. 1. The images are then passed to the EfficientNetB0 deep learning model. If the prediction result is COVID-19 positive, it is allowed to move to the next stage, the heatmap generation. The heatmap is further augmented over segmented lungs, as shown in the red dashed box region of Fig. 1. This stage requires the output of the last convolutional layer (indicated by the green layer in Fig. 1) along with the model predictions to generate the heatmap. After testing a few algorithms to form heatmaps, the Score-CAM algorithm is used to generate the heat map of the COVID-19 class from the trained neural network due to its accurate and soft map formations. The algorithm was ported to Android using the Java programming language. The ScoreCAM algorithm takes a lot of time (9–10 min) to form the heat map, so a selective approach on activation maps and Multi-Threading environment in Android, as explained in this work, is applied before passing the neural network activations. This approach reduces the time taken to develop the heatmap to 50–60 s, which is further dependent on the Android device’s performance. Finally, the heatmap is augmented over the chest CT scan and masked to show the segmented lungs region for better inference. The heatmap can be adjusted for its hue values and gradient values using image processing.

4. Material and methods

4.1. Dataset

In our study, we used the COVID-CT dataset mentioned in reference [37]. This dataset contains 63849 CT scan images from 377 patients. 15589 CT scan images belong to 95 patients affected with COVID-19 and 48260 CT scan images belonging to 282 non-COVID patients. The CT scans were gathered from Negin medical center, Sari, Iran. The original files in the dataset were in Tagged Image File Format (TIFF) format containing 16-bit grayscale data and did not include the patients’ private information. Android devices or regular monitors do not visualize the 16-bit grayscale TIFF images. There is a separate algorithm for visualizing these TIFF files, given by the dataset authors. So, to make it accessible and simply visualize images, TIFF files were converted to 8-bit PNG images through a normalization process. Converting TIFF image files to PNG images gave a better view and analysis of these images on the Android platform. The tonal values of the TIFF image pixels range from 0 to over 5000. So if each image is scaled based on the maximum tonal value, it can cause data loss and reduce the performance of the network. For tackling this issue, we trained the neural network to detect the COVID-19 related findings not from the TIFF image files but the PNG images. This approach gave us more satisfactory results as any image uploaded to the android platform in PNG form was easy to visualize and process. Five-fold cross-validation was used to find the best hyper-parameters of the neural network and optimizer. The authors of the dataset provided training and testing data in five folds for this purpose. In each fold 20% of the data was used for testing. The model was trained on each fold of the data and tested on the corresponding test data fold. After searching the hyper-parameters for the best accuracy of the neural network, the whole dataset was rearranged by combining the five folds of data that were earlier distributed into train, test, and validation data. The distribution statistics of train, validation and test data are shown in Table 2.

4.2. Normalization of TIFF images to PNG

The TIFF files contain pixel values ranging from 0 to 5000, which are rendered as a black image on android mobile phones. This makes the identification and processing complex. To solve this, a normalization process is applied to each TIFF image file in the dataset, and all images are converted into normalized PNG form, which is easily visible and processed on android OS. The process of normalization used here is the

<table>
<thead>
<tr>
<th>Table 2</th>
<th>The distribution statistics of train, validation and test data.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>COVID-19 Images</td>
</tr>
<tr>
<td>Train</td>
<td>9128</td>
</tr>
<tr>
<td>Validation</td>
<td>2282</td>
</tr>
<tr>
<td>Test</td>
<td>2282</td>
</tr>
</tbody>
</table>
Min-Max Normalization applied with the help of OpenCV Library. Min-
max normalization is applied, being the most common way to normalize
the data. For every location in the TIFF image, the tonal value of the
pixel is normalized according to the formula shown in (1). For this work,
the maximum and minimum of the second function \( g \) are 65535 and 0,
respectively. The wide range is chosen to enhance the contrast of the
images before converting them to PNG. If the maximum of the second
function is too small, all the images will appear black due to less contrast
and tonal values. Hence, through normalization, the minimum value in the
TIFF image gets transformed into 0, the maximum value gets
changed to 65535, and every other value gets changed into a number
between 0 and 65535, according to the formula in equation (1)
\[
\begin{align*}
v' &= \frac{v - \min_{f}}{\max_{f} - \min_{f}}(\max_{g} - \min_{g}) + \min_{g} \\
&+ \min_{g}
\end{align*}
\]
where \( f \) is the input function and \( g \) is the output normalized function.
Here, \( v \) is the original value of pixel and \( v' \) is the normalized value [38].
Now, the normalization of the TIFF image produces an output with
values from 0 to 65535, so it is again divided by 255 to convert it into
values between 0 and 255, as shown in Fig. 2.

When saving the image, the output’s decimal data values are
rounded to the nearest integer. This gives us the image intensity values
that can be displayed on standard monitors and Android devices. As a
result, the data can be saved as PNG images. This is done with entire
dataset images, and TIFF files are converted to PNG files before being fed
into the pipelines that will be used to train the model. This process is
useful not only for training, but it also makes it easier to display the files
in PNG format on Android OS-dependent devices.

4.3. Lung parenchyma segmentation

Lung parenchyma refers to the portion of the lungs that is involved in
the gas transfer and includes alveoli, alveolar ducts, bronchioles, and
other essential tissues. The esophagus, trachea, heart, lungs, diaphragm,
thymus gland, aorta, spine, nerves, veins, and arteries are all imaged by
the CT scan. Furthermore, the method proposed in this paper generates a
heatmap only for detecting COVID-19 findings in the lungs. As a result,
the region concerned with COVID-19 diagnosis is the lungs, and the rest
organs must be segmented from the CT scan for a clear view of any
COVID-19-related findings. An annotated image of the chest CT scan is
shown in Fig. 3. This algorithm is proposed to resolve this complex
orientation into a simpler view of the lungs.

For a proper diagnosis, this segmentation algorithm takes out the
region of the lungs parenchyma for a better view and analysis of the
chest CT Image in an android device and magnifies it to image di-
ensions by a series of image processing operations. This segmented
mask was used to augment the generated heatmap to show COVID-19
affected regions in the lung parenchyma. This algorithm takes a con-
stant amount of time to run on an android device as compared to other
approaches which use complex algorithms [39–43]. The chest CT scan
uploaded by user on the application is read in form of bitmap with alpha,
red, green, and blue channels. This is converted into an OpenCV
n-dimensional array \( mat \) using the Utils package for Android. The \( mat \)
image is still in ARGB form, converted to grayscale. This conversion is
necessary for further operations to take place. After converting the
ARGB image to grayscale, the global thresholding algorithm, Otsu [44],
is applied to get a binary image as shown in Fig. 4. A binary image has
either white or black pixels, which determine the foreground and
background, respectively.

As the image is normalized during its conversion to PNG, the area
representing lung parenchyma, diaphragm, and small other areas are
highlighted in the images. Due to which the histogram of the image shows
two clearly expressed peaks. The value which minimizes the
weighted variance of these two clusters of the histogram is taken as the
threshold value.

The thresholded binary image is subjected to some morphological
image processing operations in order to remove impurities from the
foreground objects. Morphological opening with a 3 × 3 pixel kernel is
performed on the binary output of the thresholding algorithm, which
first dilates the image to remove the holes and impurities inside the
foreground mask and then erodes it to keep the size of the foreground
constant. Fig. 5(b) shows the outcome. The resulting foreground mask is
filled with holes but does not cover the lung parenchyma boundary. To
allow the foreground mask to cover the entire region, it is dilated twice
more, as shown in Fig. 5(c). The resulting image is a binary mask with
foreground pixels representing the lung parenchyma, diaphragm, and
possibly 1–2 small findings. Contour detection is now used to segment
the lung parenchyma from the binary mask. The contour finding func-
tion receives a binary mask as an input. A binary mask is provided as an
input to the contour finding function. The function finds the complete
contours of the foreground regions in the binary image along with the
image’s border and makes a tree-like hierarchy. The output of the
function is the list of all detected regions in the foreground.

This list is iterated to find lung contours using a selection construct
that checks each contour for the area and sorts out contours with areas
less than 512 × 512 pixels and greater than 100 × 100 pixels. This
iteration process chooses the lung parenchyma contour from a list, as
shown in Fig. 6. The contour is then used to generate a binary mask that
will be used to segment the lung parenchyma region from the CT image
using the bitwise and operation. Finally, the segmented lung paren-
chyma from the CT scan is enlarged and displayed using a rectangle
approximation from the detected contour. This enlarged view clearly
shows the lung parenchyma, making it easier for radiologists to diagnose
COVID-19.

The asymptotic time complexity of the algorithm is \( O(1) \), which is
big-O notation giving upper bound on the running time. Therefore, the
algorithm takes constant time to run, which makes it best in case of time
complexity. The algorithm in steps is provided in the supplementary
material for this work. Implementation of this algorithm can be found at
the code URL in the Data and Code Availability section.

---

Fig. 2. The conversion process of TIFF image to PNG image using Min-Max normalization and further intensity leveling by division with 255 to make tonal values between 0 and 255.
4.4. Deep learning model architecture

This section explains the different approaches used in this work to find the optimal architecture for the deep learning model. The hyper-parameters in the neural network are wisely calculated by hit and trial along with some bilinear interpolation. The size and interim top layers of the model are also decided by training and testing the model on five folds of data and cross-validating it. Finally, all the determined and calculated parameters are used to train the model with all the data present in five folds. Results from various works are analyzed for the selection of the best deep learning architecture that must be used as a base model for transfer learning tasks. Resnet50V2 and EfficientNetB0 deep neural architectures are observed to be best for the classification task of CT scans in to COVID and No-COVID images [45,46]. After changing the input layer in both the models to accept the grayscale 512 × 512 pixels CT scan image, both the models are trained and evaluated on the five folds of data without any hyper-parameter optimization. This process is done to select one out of these two architectures for final training and optimization. Observing the results in Table 3, the EfficientNetB0 outperforms the Resnet50V2 model in four out of five folds of the data. Further, the number of parameters in EfficientNet B0 is 5.3 Million (Approx.), which is significantly less than Resnet50 V2 with 23 Million params (Approx.). Being less in number of parameters and more accurate, EfficientNetB0 is very suitable for being ported to mobile devices.

Hence, The deep learning model is built on the top of EfficientNetB0 architecture.

The EfficientNetB0 model was developed for three channels RGB image, so we make an input layer with our defined shape, i.e., 512 × 512 pixels, and add the base as efficientnetB0 layers without including the top layers. The top layer is excluded in order to configure model output for two classes. After adding the Input layer and EfficientNetB0, a global average pooling layer is added on the top of the base of the classification model. The average of each of these feature maps is taken, and the vector which comes as result is fed directly into the dense layer with a dropout layer in between, as shown in Fig. 7. Now, to select proper dropout from 0 to 1, the EfficientNet model is again passed through a test in which the same model is trained with different dropouts on the data, and the dropout of 0.3 is found to be optimum. For preventing the overfitting of the model, a dropout is placed and is experimentally verified to give better results in this case.

Fig. 3. A CT image slice from the dataset shows the complex orientation of a regular CT image which makes the diagnosis difficult owing to stressed visibility of lungs parenchyma.

Fig. 4. Image labeled (a) is the original CT image and image (b) is the result after Otsu thresholding is applied to the input image.

Fig. 5. Image (a) is the otsu binarisation result and image (b) is the result when morphological opening operation is performed on (a) image, to remove impurities inside it. Image (c) is the result after dilating the (b) image, which have less number of holes inside lung parenchyma region.
Fig. 6. Image labeled (a) contains the detected contours drawn on the original CT. Image (b) shows the contour filled and is used for final mask generation of lung parenchyma.

Table 3
The training and testing results of ResNet50 V2 and EfficientNet B0 models on five folds data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Fold</th>
<th>Training Accuracy</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50 V2</td>
<td>Fold 1</td>
<td>96.72</td>
<td>95.88</td>
</tr>
<tr>
<td>EfficientNet B0</td>
<td>Fold 1</td>
<td>97.13</td>
<td>96.21</td>
</tr>
<tr>
<td>ResNet50 V2</td>
<td>Fold 2</td>
<td>96.32</td>
<td>95.91</td>
</tr>
<tr>
<td>EfficientNet B0</td>
<td>Fold 2</td>
<td>97.05</td>
<td>96.00</td>
</tr>
<tr>
<td>ResNet50 V2</td>
<td>Fold 3</td>
<td>97.19</td>
<td>96.20</td>
</tr>
<tr>
<td>EfficientNet B0</td>
<td>Fold 3</td>
<td>96.73</td>
<td>96.07</td>
</tr>
<tr>
<td>ResNet50 V2</td>
<td>Fold 4</td>
<td>97.71</td>
<td>96.23</td>
</tr>
<tr>
<td>EfficientNet B0</td>
<td>Fold 4</td>
<td>97.98</td>
<td>97.19</td>
</tr>
<tr>
<td>ResNet50 V2</td>
<td>Fold 5</td>
<td>96.85</td>
<td>95.93</td>
</tr>
<tr>
<td>EfficientNet B0</td>
<td>Fold 5</td>
<td>97.82</td>
<td>97.01</td>
</tr>
</tbody>
</table>

Fig. 7. Finalized Architecture of the neural network, to be trained for detection of COVID-19 from PNG images of CT scans. The complete architecture of EfficientNetB0 is explained in supplementary section.

The dense layer contains the softmax activation function, which further renders the final output of the classification model to two probabilities, the first value gives the probability of COVID-19 presence, and second value gives the probability of no COVID-19.

The algorithm for development and training of the deep neural network is given in the supplementary material of this work. The implementation of the algorithm can be found at the code given in the Data and Code Availability section.

4.5. Model training and testing

Data from the dataset is organized into three data generators (i.e., train, test, and validation) which feed the data to the training algorithm of the model. The data from these generators are sent to the model in the form of batches. Each batch contains a fixed number of input data samples. The batch size used for train and validation generators is 10 each, and for test generator is 20. The model is created using Keras according to the specified architecture in section 4.4, and weights are initialized for the base layers as the Imagenet weights. Imagenet weights are weights of the EfficientNetB0 model after training it on the Imagenet dataset [47]. These weights are available from Keras itself. The optimizer used for updating the neural network weights to minimize the cost function used in this work is Nesterov-accelerated Adaptive moment Estimation or Nadam with a learning rate of 0.0001 [48]. Optimizers help us in knowing, how to change weights of the model and learning rate to reduce the occurring loss in training process. Two callbacks are added before training the model for better accuracy these are, Early Stopping and Reduce Learning Rate on Plateau. Early stopping callback is monitored with the validation loss. If validation loss is not decreasing in 5 continuous epochs, the training is stopped by the callback, and epochs with the least validation loss are saved. This step is taken to prevent the model from overfitting the data and further analyze what can be done to better the model. Reduce Learning rate on the plateau is a callback that also monitors the validation loss and if it does not decrease in a fixed number of epochs which is 3 in this work, reduces the model learning rate by a constant factor F, which is 0.2 in the work.

5. Android implementation

This section explains the android implementation of the approach. Any requirement other than an Android device is not necessary according to the implementation that has been used. The whole approach has been ported to the android application using the Android Studio. The algorithm for the implementation of the android features is available in the supplementary section and the related implementation with the codes can be found at the URL given in Data and Code Availability section. Further detailed explanations are listed in the given section.

5.1. Re-scaling and grayscale conversion of CT image

The input image is read in the form of an ARGB (Alpha, Red, Green, Blue) Bitmap by default, shown in Fig. 8 [49]. The uploaded image is checked for its dimensions, which, if not square in shape, is rejected and again prompted for input. This bitmap is processed with the Image processing module of the OpenCV library to convert it into a grayscale image with a single channel. This grayscale image is then resized into a 512 × 512 pixels, which is used for further operations (see Fig. 9).

The application activity prompts the user to submit the input as a CT image. After uploading is completed, a check is run on the input data to make it in a format acceptable by the further processes, including the segmentation algorithm and the neural network.

5.2. Lung parenchyma segmentation

For this stage, the processed input image is passed through the algorithm explained in section 4.3. The image processing module of OpenCV is again put to use. The grayscale single-channel image in the form of a mat object is run through the application. This algorithm is processed on a worker thread without the main looper in order to prevent it from interrupting or stopping the User Interface (UI) Thread. Message from the worker thread is used to indicate that the algorithm has processed the mat, and upon reception of the message, another routine call is made to the function which handles the inference generation from the original CT image as shown in Fig. 10. The process involves using the Imgproc module and core module of OpenCV.
Software Development Kit (SDK) for implementation into the android application.

5.3. Deployment of neural network and inference

The trained model is deployed to the application for offline inference generation instead of relying on the web servers and API programming. As the inference is On-device, it ensures no concern for data privacy, and along with it, fast inference timings are recorded as no data is to be sent or received over the network. For getting the inference from the Neural Network API (NNAPI) of Android OS, the model file is to be bundled into the application. The trained model file is 45 Mb which must be reduced in size to be bundled into the Android Application Package (APK) as shown in Fig. 11. For this purpose, the model is converted into a Tensorflow lite flat buffer file (.tflite). With the use of Tensorflow lite, not only is the size-reduced, but the model is optimized for speed and latency on the edge devices, as shown in Table 4. The number of threads for the generation of inference are tested on multiple devices for optimal performance in terms of speed and processor efficiency. Starting from 2 threads, the inference timings were reduced till 8 number of threads, but the reduction in timing between 6 and 8 number of threads was insignificant for real-world so, the optimum number of threads for inference generation is chosen to be 6.

5.4. Heatmap generation using selective approach and multi-threading

For the generation of the heatmap and saving time and extra computation, gradient-free Class activation Maps (CAM) based...
The visualization method Score-CAM is used [50]. Score-CAM is ported into Android using Java in this work. For faster computations, N-Dimensional Arrays for Java are used. There are 320 activation maps coming as the output of the convolutional layer to be visualized. Each of these activation maps has the size 512 $\times$ 512 pixels. Processing all of these 320

### Table 4
The inference timings on four different specification Android devices for trained tensorflow model converted to flatbuffer.

<table>
<thead>
<tr>
<th>Device</th>
<th>Inference Timing (4 Threads)</th>
<th>Inference Timing (6 Threads)</th>
<th>Inference Timing (8 Threads)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nokia 5.1 Plus</td>
<td>291 ms</td>
<td>273 ms</td>
<td>276 ms</td>
</tr>
<tr>
<td>Xiaomi Note4</td>
<td>303 ms</td>
<td>270 ms</td>
<td>270 ms</td>
</tr>
<tr>
<td>Samsung A 30</td>
<td>276 ms</td>
<td>253 ms</td>
<td>259 ms</td>
</tr>
<tr>
<td>Galaxy S2</td>
<td>312 ms</td>
<td>281 ms</td>
<td>282 ms</td>
</tr>
</tbody>
</table>

### Table 5
The effect of multi-threading and selection approach on heatmap generation timings as tested on Xiaomi Note4 android device.

<table>
<thead>
<tr>
<th>Heatmap Generation Time (Seconds)</th>
<th>Multi-threading</th>
<th>Selection Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>950–1020</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>230–250</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>370–390</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>60–80</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Fig. 10. The process of lung parenchyma segmentation takes place on a separate worker thread. The handler object is used to send and receive messages from runnable highlighted in yellow and when the task is complete, the inference generation stage is called.

Fig. 11. Graphical representation of deployment and inference generation steps in Android application. The tflite model file is the flatbuffer version of trained model file and inference from this are generated using Java API of Tensorflow Lite which interacts with the Neural Network API of Android and processes the inputs. Input image after conversion to float array is passed to interpreter which processes it.
activation maps by the Scorecam algorithm on the android OS takes 600–700 s (Based on mobile performance), as shown in Table 5. This processing time is too much for the application to be in proper use. To reduce the processing time, a combination of multi-threading is used, which significantly reduces the heatmap generation timings, as seen in Table 5. In the selective approach, the number of activation maps was decreased from 320 to 80 by selecting every fourth map starting from the first one, as shown in Fig. 12. This rendered the activation map quickly, compromising a very little clarity of the heatmap. Choosing every fourth activation map was proven to give the best and clear results for forming the final heatmap with a reduction of about 74% in heatmap generation timing. Initially the complexity of the heatmap generation process is $\theta(n)$, in which $n$ is the required total number of operations. After the selection approach the complexity becomes $\theta(n/4)$, which is evident from the results in Table 5. Still, the processing time is not suitable for proper usage of the application, as visible from Table 5. So multi-threading comes in the role.

Eight worker threads are initialized for processing approximately 9 activation maps, which further reduces the time, as shown in Fig. 12. These threads are run parallel on the android operating system and maximize the use of resources and computation power. The threads are separate from the Main looper, which renders a clean working of the UI thread and keeps the worker thread in the background, reducing about 59% of processing time. Hence, the total average case complexity of the algorithm is $\theta(n)$ which gets reduced to $\theta(n/4)$ using the selection approach and further using combination of multi-threading it is reduced to $\theta(n/10)$. Table 5 shows the experimental results after both the approaches are used together, resulting in a significant reduction of about 92% in heatmap generation process timing.

5.5. Augmentation of heatmap and gradient changing

This stage involves the augmentation of the generated heatmap over the grayscale CT image segmented with the help of a binary mask. The generated heatmap is blended with the grayscale CT image. This blending operation takes place according to equation (2)

$$h(x) = (1 - c) \times f(x) + c \times g(x)$$

(2)

where, $f(x)$ and $g(x)$ are the source images which are to be blended and $h(x)$ is the final blended image. The $c$ factor is the blending factor in the equation. After the blending is completed, the resultant image of blending operation is masked with help of the binary mask generated in lung segmentation process. This highlights the infected region only on lung parenchyma and is easy to observe by radiologists. For further analysis and highlighting the infected regions using different colors, an option for changing the hue of the resultant image is provided.

A track bar is added for changing the colors in the resultant heatmap and helps to observe the infection in various colors easily. The augmented image is converted to the Hue, Saturation, and Value (HSV) color space. The value from the track bar is added to the hue channel by scalar addition for color change. An option to augment the heatmap on the original CT image is also provided, which replaces the masked image with a full CT image as visible in the image (b) of Fig. 13.

6. Results and discussion

6.1. Results

Some of the results of our trained model are displayed in Fig. 14. These results are generated directly from the python scripts for a swift generation. The results generated from the CovCT android application are also the same (in both position and numerically) but may differ in the color schemes of the detected region in the heatmap. Being of importance in medical diagnosis, our results are also verified by two radiologists, which are discussed in the end of this section. The training of the model is performed on Google Collaboratory (URL: https://colab.research.google.com/?utm_source=scs-index) for an uninterrupted computing and GPU instance. The model is loaded with pre-trained weights on the imagenet dataset, and transfer learning is done on the training dataset of CT scans.

The training accuracy, validation accuracy, training loss, and validation loss are monitored at each epoch while training the model on CT scan data. The training accuracy is a fraction of correct classifications from a total number of classifications. It can also be said as the accuracy which a model would receive if applied on training data. While, the validation accuracy is the accuracy which model would receive if applied to data that is not used for training, therefore, validation data. The training accuracy in the first epoch itself went to 79.61%, which increased with each epoch. Fig. 15 shows the graph plotted for the training and validation accuracy of the model in blue and orange color respectively. It is observed that the training accuracy increased with each epoch and went to 99.62% in the fifteenth epoch. Validation accuracy of the model kept on increasing from 73.34% in the first epoch to 99.58% in the fifteenth epoch, as visible from the graph in Fig. 15. The training loss and validation loss are plotted using blue and orange lines in Fig. 16, respectively. It is observed that the training loss kept on decreasing till the 15th epoch to 2.11%. The validation loss is decreasing from 28.09% to 2.51%, the minimum at the 15th epoch, after which it
does not decrease further. The observance and the early stopping call-
backs saved the best-trained model from the 15th epoch, which has the
best validation accuracy of 99.58% and the least validation loss of
2.51%.

The trained neural network is evaluated on a test partition of the
dataset with 4532 images. 2282 images are from COVID-19 class and
2250 images from normal patients. Taking the COVID-19 CT image as a
positive result with class 0 and no-COVID as a negative result with class
1, the model evaluation resulted in 2275 true positives (TP), 12 false
positives (FP), 2238 true negatives (TN), and only 7 false negatives (FN)
as seen through the confusion matrix in Fig. 17. Hence, 4513 images are
correctly classified and 19 images are wrong classified.

Fig. 13. Figure indicating the last steps of the process of COVID-19 detection from CT scans. (a) image is the processing stage of heatmap generation. (b) is the
heatmap augmented over full CT image using linear blending. (c) is the segmented and augmented image using mask.

Fig. 14. A sample of data given to radiologists for reviewing the results of our trained model. There are two original CT scans (a1) and (a2), the corresponding
heatmaps for detected COVID-19 infection in lung parenchyma is seen in images (b1) and (b2) respectively. Further (c1) and (c2) are their augmented heatmap over
original CT scans.
To detect the percentage of actual COVID-19 affected people detected correctly by the model, the sensitivity of the trained model is calculated. Sensitivity tells us what proportion of the positive class were correctly classified by our trained model. The sensitivity is also known as True Positive Rate (TPR) or Recall and it is calculated according to formula (3). The sensitivity of the model trained in this work comes out to be 99.69%.

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{3}
\]

As another metric of performance, the specificity of the model is calculated which tells us about the proportion of the No-COVID samples which are correctly classified by our model. In other words, specificity also known as True Negative Rate (TNR) calculates the proportion of the negative class which correctly gets classified. It is calculated according to formula (4) and comes out to be 99.46%.

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{4}
\]

The precision of the model is calculated in this work which tells the ability of a classification model to identify only the relevant samples out of all samples classified. This metric is calculated according to formula (5) and comes out to be 99.47%.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{5}
\]

To summarize, the precision of the model is calculated to be 99.47% and a sensitivity of 99.69%. The testing accuracy and specificity of the model are 99.58 and 99.46, respectively. The whole summary of testing the model on all five folds of testing unseen data is presented in Table 6. This concludes that the model is very accurate and efficient while classifying the CT scans into COVID and No-COVID classes.

In this work the confidence intervals are also calculated which provides the upper and lower bounds between which our model accuracy can vary. The selection of a particular confidence level for an interval determines the probability that the interval will contain the true accuracy of the model. The confidence intervals for our trained classifier are shown in Table 7 which are calculated according to formula (6).

\[
\text{confidence interval} = \text{acc} \pm \text{intervalradius}
\]

\[
\text{intervalradius} = z \times \sqrt{\frac{\text{acc} \times (1 - \text{acc})}{n}}
\]

where,

\[
z = \text{Number of standard deviations}
\]

\[
\text{acc} = \text{Accuracy},
\]

\[
n = \text{size of sample}
\]

Three confidence intervals are calculated at 90%, 95%, and 99% for which the number of standard deviations from the Gaussian distribution is 1.64, 1.96, 2.58 along with different sizes of samples from the

Table 6

The summary of testing the model on five folds of unseen testing data with total 4532 images. The average row shows the average of result of all five folds of data.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Performance Metrics (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td>1</td>
<td>99.12</td>
</tr>
<tr>
<td>2</td>
<td>99.67</td>
</tr>
<tr>
<td>4</td>
<td>99.88</td>
</tr>
<tr>
<td>5</td>
<td>99.66</td>
</tr>
<tr>
<td>Avg.</td>
<td>99.58</td>
</tr>
</tbody>
</table>
The model is working efficiently with the PNG images, which do not have binary classification. ROC is plotted, and the respective Area Under Curve (AUC) is shown in the graph itself in Fig. 18. The AUC is the percentage of area under the ROC curve on a scale of 0–1. The more the AUC, the more the ability of the model to distinguish between positive and negative classes. Here, in our case the AUC is 0.999843, which shows that our model is highly able to distinguish COVID-19 from normal cases in CT scans and is an excellent classifier. Along with this, the model is working efficiently with the PNG images, which do not have features as clear as in TIFF images. The model is ported to an android application and is performing with brilliance on devices with no bugs. The heatmap generation timing range from 60 to 80 s, which is based on the device performance.

Two cardiothoracic trained radiologists reviewed the results of our trained model. They found the model to be very sensitive and accurate in detecting ground glass opacities (GGOs). The primary false positives were due to detecting ground glass opacities from non-COVID-19 causes such as pulmonary edema and partially collapsed airspaces. Given the high sensitivity, this could be beneficial in high volume practices and/or resource-poor settings where this application can mitigate delays in diagnosing and triaging.

6.2. Discussion

This work proposed the development of a novel AI-driven android application that can not only detect COVID-19 from chest CT scans with very high accuracy and sensitivity but also identify the regions affected by the COVID-19 infection in the lungs. This proposed application is the only work that uses color gradients and visualization algorithms to mark the regions of COVID-19 infection in the lung parenchyma. The classification accuracy of the trained AI model is found to be 99.58% along with a combination of very few parameters. This combination makes the model file and application installation package very lightweight and proven to give the best results as compared to the other works in COVID-19 detection from CT scans. The visualization results for COVID-19 infection, of the application, are also verified through two cardiothoracic radiologists who find the application to be a very useful and accurate tool for the doctors to be used in mass settings. At the start of the application, the lung parenchyma is also segmented through a robust, swift, and novel image processing algorithm which helps in better envisioning CT scan and understanding of infection heatmap which is augmented over this segmented parenchyma. As the CT scans are of high resolution, the processing time for the heatmap generation from the neural network layers is very long and impractical. To reduce the processing time for generating heatmaps, a novel approach combining selection criteria and multi-threading is proposed which is successful in reducing the processing time up to 93% and making the process extremely fast.

The android application is practical due to its high accuracy, specificity, portability, and easy user interface. There is no need for any exceptional environment created by the user to utilize the application’s capabilities. While the algorithm may lead to very few false positive or false negative results, it should serve as a useful tool for healthcare workers to identify patients with COVID-19. While some other studies have classified COVID-19 from chest CT scans with good accuracy and specificity, in many works results were not verified by a physician or radiologist.

Sedik A. et al. propose CNN and ConvLSTM models for detection of COVID-19 from Chest CT and X-Ray images. They use a total of 3000 image datasets in which they have combined both CT and X-Ray images, which is very less when compared to the dataset used in this work. Also, there is no verification of their results from any doctor or radiologist. Their proposed modalities are not deployed to any application for use. The metrics reported by them are tested on part of augmented data which is not generalized and their model seem to perform poorly in some settings owing to its overfitting, as marked by its authors [51]. Another study [52] in the same domain, tries to improve the accuracy and performance of CNN and convLSTM by proposing a data augmentation framework. They use generative networks and transformations to augment the dataset up to 100% and the highest accuracy and F1 score of data augmented deep learning models they achieve is 99% along with the highest specificity of 98.7%. Our proposed work outperforms their approach as can be seen from the results. Also, this work does not rely on generative networks for data augmentation as medical data is crucial, and using artificially synthesized data to structure the deep neural network for COVID-19 detection may prove detrimental in practical application.

### Table 7
Confidence intervals on various number of observations for accuracy of trained model in this work.

<table>
<thead>
<tr>
<th>Confidence</th>
<th>Number of Observations</th>
<th>4532</th>
<th>1000</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>99.43-99.73</td>
<td>99.25-99.91</td>
<td>95.58-100</td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td>99.39-99.76</td>
<td>99.18-99.98</td>
<td>98.32-100</td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>99.33-99.82</td>
<td>99.05-100</td>
<td>97.91-100</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 18. Top figure represents the ROC curve of the trained model generated with the test data as input. The bottom image is the enlarged view of the top image.
settings. Our algorithm has an accuracy of 99.58% and specificity of 99.46% and outlines regions of the COVID-19 presence in the lung parenchyma using heatmaps for easier visualization and verified by radiologists. Also in the domain of COVID-19 detection from CT scans using transfer learning methods, our work proves to be more accurate, efficient and of more utility than other works [19,25–29]. Our application is also convenient due to its portable nature. It can reach every part of the globe, helping many doctors and radiologists in the diagnosis of COVID-19.

As future research, percent lung involvement can be quantified and help grade patients on severity of disease. Along with this segmentation, better accuracy and mass data adaptation are the areas where more research work can be contributed. An interesting follow-up project would be to see which of these patients developed progressive lung damage and fibrosis on follow up CT scans. By reviewing this data using AI, we can identify patients at higher risk and alter treatment plans accordingly.

7. Conclusion

The CovCT Application is developed with a very accurate neural network at its base and various techniques applied for its smooth and fast working in this work. The neural network is trained and tested on a vast and balanced dataset of CT images and found to be more accurate and having less number of parameters than other works in the domain. Another feature of the application is the lung parenchyma segmentation which is deployed to it using the proposed novel and low-cost algorithm running in O(1), constant time. The lung parenchyma segmentation removes the outer parts of the lungs and works robustly as tested on the dataset. Following the classification on CT image, heatmap is also generated to depict the areas in which COVID-19 infection may be present in the lungs. This heatmap is augmented over the segmented part of the lungs which gives a clear view of the infection heatmap. A novel approach for the reduction in heatmap generation timing is developed and tested which is successful in reducing running time complexity from $\theta(n)$ to $\theta(n/10)$. The results of the heatmap are also verified by expert cardiothoracic radiologists.

This work has proposed three novel contributions which are, one of its kind CovCT application with an exceptionally accurate and most lightweight deep neural network, low cost and swift lung parenchyma segmentation algorithm, and the combination of selection approach with multi-threading to reduce the timing of heatmap generation of mobile phone device.

To analyze the performance of the CovCT application eight different

![Fig. 19. Analysis of Application’s segmentation algorithm and deep neural network of eight typical different lung visibility cases from different patients of COVID-19 where in the first case (a1) and second case (a2), lung parenchyma is fully visible, third case (a3) have a blur in upper part of right lung. Fourth case (a4) shows the lung parenchyma with one lung inflated. Fifth case (a5) is the CT scan with right lung having an organ view in right lung. (a6) image shows right lung inflated, seventh case (a7) shows both lungs partially visible in the image due to inflation. In eight case (a8) again both lungs are inflated and parenchyma is slightly visible. The (b) images are corresponding extracted lungs for each case and (c) images are output with highlighted regions showing COVID-19 related findings using neural network.](image-url)
typical cases of lung parenchyma visibility in CT scans from different patients are taken and processed, results are in Fig. 19. In (a1) and (a2) Image of Fig. 19, both the lung regions are clearly visible in the CT scan, which is processed efficiently and perfectly by the segmentation algorithm as seen in (b1) and (b2), and further (c1) and (c2) are the results of augmentation of heatmap on segmented lungs in which pink shades are representing the COVID-19 affected region. In (a3) image, there is a blur region present in the right lung; still, the segmentation algorithm performs well and segments the lung parenchyma carefully, as seen from resulting image (b3). In images (a4) and (a5), the right lung is seen with a portion of liver in the CT scan image. Our segmentation algorithm clearly segments the lung from surrounding structures, as seen in results (b4) and (b5) respectively, further the deep learned model also treats a portion of liver in the CT scan image. Our segmentation algorithm as seen in (b1) and (b2), and further (c1) and (c2) are the results of segmentation algorithm, as visible from the result (b7). Further, the deep learning model can also detect the affected region in this small portion, as seen in image (c7). The test case (a8) is of minimal lung parenchyma visibility and a complex case where the majority of the image contains non-lung structures. The segmentation algorithm does not get confused at any point and segments the parenchyma without mixing it with muscles and fat, as seen in the result (b8). Further, the neural network also judges the opacification and does not get confused due to other structures, visible through the result (c8). This analysis of the CT scans shows that both, the segmentation algorithm and the neural network perform accurately and efficiently on CT images, including those CT images which do not contain majority lung parenchyma. Hence, the application is not only a theoretical research work but a pragmatic application of verified research which can prove beneficial in mass screening of COVID-19 patients whenever needed.

Data and Code Availability

For interested scholars and researchers who wish to use this work for education, research, and improvement purposes, we have maintained an open-source repository containing the codes of the CovCT android application and the deep learning scripts used to train and test the model. The repository contains the implementation of all the novel algorithms proposed in the work. The repositories mentioned in this section contain the python implementation of algorithms and also the Java implementation of all algorithms in application development. The repository contains code files, trained models, deep learning results, and an android application package (APK). A demonstration video is also provided in the repository, along with the android test results. A readme file is embedded into the repository along with the history of whole version control using git. The repository is located at application code and results https://github.com/monjoybme/CovCT_application. Along with it a repository for available datasets and resource code files for processing the data is available at pre-processing code repository https://github.com/monjoybme/CovCT. For researchers and scholars who wish to use and get insights from the dataset we used in this work, the authors of the dataset have maintained a well-explained repository having all its data and its reports. It can be reached out to data repository link https://github.com/mt7495/COVID-CTset.
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