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Summary:
Variable selection for structured covariates lying on an underlying known graph is a problem motivated by practical applications, and has been a topic of increasing interest. However, most of the existing methods may not be scalable to high dimensional settings involving tens of thousands of variables lying on known pathways such as the case in genomics studies. We propose an adaptive Bayesian shrinkage approach which incorporates prior network information by smoothing the shrinkage parameters for connected variables in the graph, so that the corresponding coefficients have a similar degree of shrinkage. We fit our model via a computationally efficient expectation maximization algorithm which scalable to high dimensional settings (p\approx100,000). Theoretical properties for fixed as well as increasing dimensions are established, even when the number of variables increases faster than the sample size. We demonstrate the advantages of our approach in terms of variable selection, prediction, and computational scalability via a simulation study, and apply the method to a cancer genomics study.

Keywords
adaptive Bayesian shrinkage; EM algorithm; oracle property; selection consistency; structured high-dimensional variable selection

1. Introduction
With the advent of modern technology such as microarray analysis and next generation sequencing in genomics, recent studies rely on increasingly large amounts of data containing more than tens of thousands of variables. For example, in genomics studies, it is common to collect gene expressions from \(p \approx 20,000\) genes, which is often considerably larger than the number of subjects in these studies, resulting in a classical small \(n\) large \(p\) problem. In
addition, it is well-known that genes lie on a graph of pathways where nodes represent genes and edges represent functional interactions between genes and gene products. Currently, there exist several biological databases which store gene network information from previous studies (Kanehisa and Goto, 2000; Stingo et al., 2011), and these databases are constantly updated and augmented with newly emerging knowledge.

The classical variable selection approaches such as Lasso (Tibshirani, 1996), adaptive Lasso (Zou, 2006), spike and slab methods (Mitchell and Beauchamp, 1988; George and McCulloch, 1993), and many of their derivatives have been successful, but they are limited in that they do not exploit the association structure between variables. In fact, when genes are known to lie on an underlying graph, it is a common practice to treat connected covariates as a group, especially in the light of increasing evidence that incorporating such prior information can produce biologically meaningful outcomes, and lead to improvements in prediction and variable selection in analysis of high dimensional data (Li and Li, 2008; Pan et al., 2010; Stingo et al., 2011; Stingo and Vannucci, 2011).

Existing approaches incorporating graph structured covariates focus on network based penalties in the frequentist paradigm, and network informed priors in the Bayesian paradigm. Some of the frequentist approaches encourage connected covariates to have similar effect sizes. For example, Li and Li (2008) and Pan et al. (2010) proposed network-based penalties, which induced sparsity of estimated effects while encouraging similar magnitude of effects for connected variables. In the Bayesian framework, Li and Zhang (2010), Stingo and Vannucci (2011), and Stingo et al. (2011), used the spike and slab priors in combination of the Markov random field (MRF) prior to incorporate graph information. Recently, Rockova and George (2014) proposed an expectation maximization (EM) algorithm for a Bayesian model, which was implemented via a variational approximation.

Unfortunately, these existing methodologies, while promising, are beset with one or more limitations. The Bayesian approaches involving the MRF priors are implemented using Markov Chain Monte Carlo (MCMC) and hence are not scalable up to tens of thousands of variables, such as in our cancer genomics application. Moreover, the MRF prior is subject to the phase transition problem, which results in adjacent variables often being either highly correlated or hardly correlated. On the other hand, the network based penalty approaches (Li and Li, 2008; Pan et al., 2010) may be too restrictive in smoothing over the magnitudes of effect sizes for connected variables. Instead, we propose and demonstrate that it is more flexible to smooth over the shrinkage parameters for the regression coefficients of connected variables which enforces adaptive shrinkage, but does not place any restriction on the effect sizes of connected variables. In addition, the motivation of our work is on developing a scalable structured variable selection approach which has desirable theoretical and numerical properties for ultra high dimensional settings where the dimension increases much faster than the sample size.

We propose a Bayesian shrinkage approach and an associated EM algorithm for variable selection with structured covariates, which assigns independent Laplace priors on the regression coefficients, while incorporating the underlying graph information via the hyperprior imposed on the shrinkage parameters of the Laplace distributions. Specifically,
the shrinkage parameters are assigned a log-normal prior with its inverse covariance matrix having a graph Laplacian structure (Chung, 1997), which specifies zero or positive partial correlations for pairs of disconnected and connected variables, respectively. The graph Laplacian structure smooths the shrinkage parameters of connected variables, while allowing the shrinkage parameters of disconnected variables to be conditionally independent, and also guarantees the existence of a maximum-a-posteriori (MAP) estimator as elaborated in the sequel. The proposed approach enables adaptive smoothing of the shrinkage parameters corresponding to adjacent variables in the underlying graph which encourages pairs of connected important(unimportant) variables to be jointly selected(excluded) in the model without requiring the coefficients to be numerically similar. It also allows the shrinkage parameters for connected pairs of important and unimportant variables to be weakly conditionally correlated, thereby enabling the model to weight these connected variables differently.

Although the proposed model can be implemented using MCMC, it is not scalable to high dimensional settings of our interest. Moreover, MCMC samples cannot take exact zeroes under a Laplace prior, which could be useful for model selection. We bypass this limitation via an EM algorithm to obtain the MAP estimate, where we treat the inverse covariance matrix in the log-normal hyperprior on the shrinkage parameters as missing variables, and implicitly marginalize them over. We employ recent computational developments such as the dynamic weighted Lasso (DWL) (Chang and Tsay, 2010) to speed up each EM iteration, which leads to scalability to ultra-high dimensional settings.

We note that the idea of smoothing over shrinkage parameters based on prior pathway knowledge has been previously proposed by Rockova and Lesaffre (2014) who incorporated pathway membership information via Gamma priors on the shrinkage parameters in contrast to the proposed approach which models these parameters based on more refined edge level information via log-normal priors. Hence unlike the proposed approach, the Rockova and Lesaffre (2014) method is not able to distinguish between prior network knowledge having the same membership information but different edge structures, which may constrain its performance. Moreover, there are implicit differences in the implementation of the EM algorithm between the two approaches. By carefully designing an algorithm which treats the covariance structure of the shrinkage parameters as missing variables, we are able to scale up to very high dimensions which may not be practical under Rockova and Lesaffre (2014), according to the discussions by the authors. Finally, the proposed approach possesses consistency and oracle properties for more flexible settings involving dimensions growing much faster than the sample size.

We also investigate the connections between our proposed model and the adaptive Lasso (Zou, 2006) and show that our EM estimator can be expressed as an adaptive Lasso type estimator. However, it is noted that the classical adaptive Lasso simply computes the shrinkage parameters via a data-driven approach without taking into account the correlation structure between covariates. In contrast, our approach adds an additional level of hierarchy to the generic adaptive lasso approach, by specifying network informed priors on the coefficient specific shrinkage parameters, so that the shrinkage parameters are estimated adaptively with respect to the effect sizes and prior graph knowledge. Another appealing
feature is that the proposed estimator retains the oracle property demonstrated by the adaptive Lasso type of estimators (Fan and Li, 2001; Zou, 2006; Huang et al., 2008a,b; Armagan et al., 2013), even when the graph information is mis-specified. Our simulation study shows that the proposed estimator outperforms Lasso based and spike and slab type approaches when the graph information is correctly specified or partially mis-specified. Moreover, a variant of the proposed method which does not require prior knowledge provides more accurate answers compared to traditional penalized approaches assuming independence between covariates.

The rest of this article is organized as follows. We present the proposed methodology and the EM algorithm in Section 2, the theoretical results in Section 3, and the simulation results comparing our approach with several competitors in Section 4. We apply our method to a cancer genomics study in Section 5.

2. Methodology

2.1 Model Specification

Let \( 0_m \) and \( 1_m \) denote the length-\( m \) vectors with 0 entries and 1 entries, respectively, and \( I_m \) the \( m \times m \) identity matrix. The subscript \( m \) may be omitted in the absence of ambiguity. For any length-\( m \) vector \( v \), we define \( e^v = (e^{v_1}, ..., e^{v_m})' \), \( \log v = (\log v_1, ..., \log v_m)' \), \( |v| = (|v_1|, ..., |v_m|)' \), and \( D_v = \text{diag}(v) \).

Suppose we have a random sample of \( n \) observations \( \{y_i, x_i; i=1, ..., n\} \) where \( y_i \) is the outcome variable and \( x_i \) is a vector of \( p \) predictors. Let \( \mathcal{G} = (V, E) \) denote the known underlying graph for the \( p \) predictors, where \( V = \{1, ..., p\} \) is the set of nodes and \( E \subset \{(j, k) : 1 \leq j < k \leq p\} \) is the set of undirected edges. Let \( G \) be the \( p \times p \) adjacency matrix in which the \( (j, k) \)-th element \( G_{jk} = 1 \) if there is an edge between predictors \( j \) and \( k \), and \( G_{jk} = 0 \) otherwise.

Consider the linear model

\[
y = X\beta + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I_n),
\]

where \( y = (y_1, ..., y_n)' \), \( X = (x_1, ..., x_n)' \), \( \beta = (\beta_1, ..., \beta_p)' \), \( \epsilon = (\epsilon_1, ..., \epsilon_n)' \), and \( \mathcal{N}(\cdot) \) denotes the Gaussian distribution. We assign the following priors to \( \beta \) and \( \sigma^2 \)

\[
\beta_j \sim \mathcal{L} \left( \lambda_j / \sigma \right), \quad \sigma^2 \sim \mathcal{IG} \left( a, b \right), \quad j = 1, ..., p,
\]

where \( \lambda_j \) is the shrinkage parameter for \( \beta_j \), \( \mathcal{L}(\cdot) \) and \( \mathcal{IG}(\cdot) \) denote the Laplace and inverse gamma distributions, respectively. The prior in (2) looks similar to Bayesian Lasso (Park and Casella, 2008), but we treat the shrinkage parameters \( \lambda_j \) as random variables encoding the graph knowledge \( \mathcal{G} \) under an informative network based prior. In particular, we specify
\[ \alpha = \left( \log(\lambda_1), \ldots, \log(\lambda_p) \right) \sim \mathcal{N}(\mu, \nu \Omega^{-1}). \]  

(3)

where \( \Omega(j, k) = \Omega(k, j) = -\omega_{jk} = -\omega_{kj} \) for \( 1 \leq j < k \leq p \), and \( \Omega(j,j) = 1 + \sum_{k \neq j} \omega_{jk} \) for \( 1 \leq j < k \leq p \), and we assign the following prior to \( \omega = \{ \omega_{jk} : j < k \} \)

\[ \pi(\omega) \propto \Omega^{-1/2} \prod_{\omega_{jk} > 0} \omega_{jk}^{w-1} \exp\left( -b_{\omega} \omega_{jk} \right) 1(\omega_{jk} > 0) \prod_{\omega_{jk} = 0} \delta_0(\omega_{jk}). \]  

(4)

where \( \delta_0 \) is the Dirac delta function concentrated at 0 and \( 1(\cdot) \) is the indicator function.

The diagonally dominant structure of \( \Omega \) specified above ensures positive definiteness. Note that the constant 1 in the diagonal entries of \( \Omega \) prevents the identifiability problem between \( \nu \) and other elements in \( \Omega \), and causes no additional restriction in the model. According to (4), the partial correlations among the log-shrinkage parameters corresponding to connected variables are only positive, and it is zero otherwise. This feature enables us to implement network based shrinkage of regression coefficients by (a) smoothing the shrinkage parameters \( \lambda_j \) and \( \lambda_k \) via positive partial correlations if predictors \( j \) and \( k \) are connected, which encourages a similar degree of shrinkage for the corresponding coefficients; and (b) allowing \( \lambda_j \) and \( \lambda_k \) to be conditionally independent for unconnected variables, so that the corresponding regression coefficients are not constrained to rely on each other. Proposition 1 shows that the prior in (4) is proper. The proof is provided in Web Appendix A.

**Proposition 1:** The prior \( \pi(\omega) \) of \( \omega \) in (4) is proper.

We note that Liu et al. (2014) used a similar graph Laplacian matrix to model the inverse covariance matrix of the regression coefficients; however their method did not rely on prior graph knowledge, unlike the proposed approach which assigns zero off-diagonal elements in the graph Laplacian structure for the inverse covariance matrix of the log-shrinkage parameters. Moreover, their method resulted in a OSCAR type shrinkage (Bondell and Reich, 2008), whereas, the proposed approach adaptively smooths the regression coefficients for connected variables and results in non-convex shrinkage for \( \nu > 0 \), as elaborated in the sequel.

Our model formulation has several appealing features. First, a higher positive partial correlation between two connected predictors results in the smoothing of the shrinkage parameters which leads to an increased probability of including or excluding both predictors simultaneously under an EM algorithm. This feature is helpful when both variables are important or unimportant but may have different effect sizes, which is usually the case in practical applications. Second, in the scenario where one of the paired predictors is important but the other one is not, the method can learn from the data and impose a weak partial correlation, thereby enabling the corresponding shrinkage parameters to act in a largely uncorrelated manner (refer Figure 3 and Section 4.2 for numerical evidence). Third,
the selection of unconnected variables is guided by partially uncorrelated shrinkage parameters, and the corresponding effect sizes are estimated independently of each other.

The operating characteristics of the model are controlled by tuning parameters $\mu$ and $\nu$ in (3). The mean vector $\mu$ determines the locations of $\alpha$ and controls the overall sparsity of the model, with higher values translating to a sparser model. A default choice would be $\mu_j = \mu$ for some $\mu \in \mathbb{R}$ unless prior evidence suggests otherwise. Figure 1(a) plots the marginal density of the regression coefficients for different values of $\mu$ with $\lambda$ marginalized out (via Monte Carlo averaging), while $\nu$ and $\sigma$ are kept fixed. It is clear that larger $\mu$ values lead to sharper peaks at zero with lighter tails, thus encouraging greater shrinkage. Moreover, $\nu$ specifies the prior confidence on the choice of $\mu$, and also controls the type of shrinkage (convex or concave). In particular, small values of $\nu$ lead to $\alpha \approx \mu$, and in the extreme case when $\nu = 0$, we have $\alpha = \mu$, resulting in a Lasso type shrinkage for fixed $\mu$, or an adaptive lasso shrinkage when $\mu$ is chosen in a data adaptive manner. The role of $\nu$ in regulating shrinkage is evident from Figures 1(b)/1(d), which plots the density/negative logarithm of the density for the marginal regression coefficients for different values of $\nu$, while $\mu$ and $\sigma$ are fixed. Figures 1(b) and 1(d) also show that larger values of $\nu$ result in higher-peaked and heavier-tailed densities than Lasso and the corresponding penalty becomes similar to non-convex penalties in the frequentist literature, e.g. SCAD in Fan and Li (2001), while smaller values lead to Lasso type shrinkage. For our applications, we propose a strictly positive value of $\nu$ which works well in a variety of scenarios, and treat $\mu$ as a fixed tuning parameter.

The magnitudes and variability of the partial correlations are influenced by the shape parameter $a_\omega$ and the rate parameter $b_\omega$ in (4), which serve the similar roles as those of the gamma distribution. To see how they affect the correlations, consider $p = 2$ and $G_{12} = 1$. It follows that the joint prior density of $\alpha_1$ and $\alpha_2$ after marginalizing out $\omega_{12}$ is given (up to a constant) by

$$\pi_\omega(a_1, a_2) \propto f(a_1, a_2) = \exp\left(-\frac{(a_1 - \mu_1)^2 + (a_2 - \mu_2)^2}{2\nu} - \frac{(a_1 - a_2)^2}{2b_\omega}\right)^{-a_\omega}$$

Figure 2 draws the contour plots of $f(a_1, a_2)$ for 4 different combination of $a_\omega$ and $b_\omega$ ($a_\omega, b_\omega) = (1, 1), (1, 4), (4, 1), (4, 4)$ with $\mu_1 = \mu_2 = 1$ and $\nu = 1$. As $a_\omega$ increases and/or $b_\omega$ decreases, $\alpha_1$ and $\alpha_2$ tend to have a stronger correlation, translating to a higher probability of having similar values. This is also evident in the E-step in the EM algorithm (see equation (2) in Web Appendix B), where large values of $a_\omega/b_\omega$ tend to result in large expected values of $\omega_{jk}$, which in turn tends to result in similar values for $\alpha_j - \mu_j$ and $\alpha_k - \mu_k$.

When a small proportion of important and unimportant variables are connected, then a stronger smoothing can enhance the performance under our approach, which can be achieved via a large prior mean and precision (large $a_\omega$, small $b_\omega$). On the other hand, if one prefers that the data inform the degree of smoothness, then a large variance on $\omega$ is preferable. This non-informative choice enables the algorithm to adaptively assign small values for the edges between important and unimportant variables, and to still encourage smoothness on the other edges. Our experience suggests that $2 \leq a_\omega \leq 4$ and $b_\omega = 1$ should work for a broad range of scenarios, although more general choices are also possible.
2.2 EM Algorithm

The MAP estimator for the proposed model is obtained by maximizing the posterior density with $\omega$ marginalized out, i.e. $\hat{\theta} = (\hat{\beta}, \hat{\sigma}^2, \hat{\alpha}) = \text{argmax}_{\theta} \pi(\theta, \omega | y, X) d\omega$. It is possible to demonstrate that the posterior density for $\theta$ is given by

$$
\pi(\theta | y, X) \propto \pi(y | \beta, \sigma^2, X) \pi(\beta, \sigma^2) \times \exp\left(-\frac{(\alpha - \mu)(\alpha - \mu)}{2\nu}\right) \prod_{j < k, \omega_{jk}}^{\infty} \left( b_{\omega} + \frac{1}{2\nu}(\alpha_j - \alpha_k)^2 \right)^{-a_{\omega}}.
$$

We note that since the logarithm of marginal posterior density may not be convex, the MAP estimator may have multiple (local) solutions. However, extensive numerical studies illustrate that the performance of our EM estimator is robust to this problem, and the algorithm overcomes the local solution issue for large sample sizes by admitting a unique solution asymptotically; see Section 3.

Although one can directly optimize the objective function to compute $\hat{\theta}$, we choose to use the EM algorithm to obtain the MAP estimate by treating $\omega$ as the missing variable. This is done to exploit a computational advantage of the fact that the Hessian matrix with respect to $\alpha$ is guaranteed to be positive definite under the EM algorithm, which is not necessarily the case if one directly optimizes the marginal posterior density $\pi(\theta | y, X)$ with respect to $\theta$.

Since the EM algorithm exploits part of the curvature information in optimizing with respect to $\omega$ at nearly no extra computational cost, it is expected to lead to a reduced number of iterations and savings in computation time. In the absence of graph information ($\Omega = I_p$), we call the resulting estimator $EM$ estimator for Bayesian SHrinkage approach, or EMSH in short. In the presence of graph information, we call it EMSH with the Structural information incorporated, or EMSHS in short.

2.3 Role of Shrinkage Parameters

It is straightforward to show that EMSHS estimator satisfies

$$
\hat{\beta} = \text{argmin}_{\beta} \frac{1}{2}(y - X\beta)'(y - X\beta) + \sum_{j=1}^{p} \hat{\sigma} e_j \left| \beta_j \right|, \quad (6)
$$

$$
\hat{\alpha} = \frac{\hat{\sigma}}{\nu} (\mu + v - \hat{\alpha}_j + \sum_{j<k} \omega_{jk} (\hat{\alpha}_k - \hat{\alpha}_j)), \quad (7)
$$

where $\Omega^{(\infty)}$ is the final value of $\Omega$ from the EM algorithm. When $\hat{\sigma}$ and $\hat{\alpha}$ are fixed, the solution $\hat{\beta}$ in (6) resembles an adaptive lasso solution with the regularization parameter

Biometrics. Author manuscript; available in PMC 2019 December 01.
\[ \hat{\xi} = \hat{\sigma} \hat{e} \hat{\omega} \] suggests that larger values of \( \hat{\alpha}_j \) translate to smaller values for \( \hat{\beta}_j \) and vice-versa, clearly demonstrating the role of the shrinkage parameters \( \alpha \).

Unlike the original adaptive lasso that uses the fixed weights, EMSHS iteratively adjusts the weights based on the current coefficients and the underlying graph knowledge. By estimating the weights in such an adaptive manner, EMSHS can avoid having to specify an initial consistent estimator for the weights as in the original adaptive lasso. This advantage is essentially similar to that of the iterated lasso (Huang et al., 2008b). However, unlike the iterated lasso approach, the weights of EMSHS also reflect the structural information. Equation (7) shows that, in the presence of the graphical information, the shrinkage parameter for \( \beta_j \) also depends on the other shrinkage parameters for the variables adjacent to \( x_j \) and the corresponding partial correlations. The adaptive learning of the smoothness between shrinkage parameters based on prior network knowledge is the key distinction of our proposed Bayesian method compared to the iterated lasso approach which yields superior numerical performance. Please refer to Figure 3 and Section 4.2 for numerical evidence and further discussions.

3. Theoretical Properties

Here, we establish that the proposed EMSHS estimator has desirable theoretical properties. To fix ideas, let \( p_n \) denote the number of candidate predictors, and \( q_n \) denote the true model size, both of which vary with the sample size \( n \). Model (1) is rewritten as

\[ y_n = X_n \beta_0 + \epsilon_n, \]

where \( y_n \) is the \( n \times 1 \) response vector, \( X_n \) is the \( n \times p_n \) design matrix, \( \beta_0 \) is the \( p_n \times 1 \) true coefficient vector, and \( \epsilon_n \) is the \( n \times 1 \) error vector. The errors are independent Gaussian with mean 0 and variance \( \sigma_0^2 \) and independent of the covariates. \( X_n \) is standardized such that \( \mathbf{1}' x_{nj} = 0 \) and \( x_{nj}' x_{nj} = n \) for \( j = 1, \ldots, p_n \), where \( x_{nj} \) is the \( j \)-th column (variable) of \( X_n \), and let

\[ \sum_{n} = \frac{1}{n} \mathbf{X}' n \mathbf{X}_n \] be the sample covariance matrix.

Let \( \hat{\theta}_n = (\hat{\beta}_n', \hat{\sigma}_n^2, \hat{\alpha}_n' \) be the EMSHS solution. Let \( \mathcal{A}_n = \{ j : \hat{\beta}_{nj} \neq 0 \} \) be the index set of the selected variables in \( \hat{\beta}_n \), and \( \mathcal{B}_n = \{ j : \hat{\beta}_{0j} \neq 0 \} \) be the index set of the true important variables. For any index set \( \mathcal{A} \), \( \nu_\mathcal{A} \) represents the subvector of a vector \( \nu \) with entries corresponding to \( \mathcal{A} \). \( E_{\mathcal{A} \mathcal{B}} \) is the submatrix of a matrix \( E \) with rows and columns corresponding to \( \mathcal{A} \) and \( \mathcal{B} \), respectively. When a sequential index set \( \mathcal{A}_n \) is used for a sequence of vectors or matrices indexed by \( n \), the subscript \( n \) may be omitted for conciseness if it does not cause a confusion. For example, \( \nu_{n,\mathcal{A}} \) can be written as \( \nu_{\mathcal{A}n} \) or \( \nu_{n,\mathcal{A}} \), and \( E_{n,\mathcal{A}n,\mathcal{B}n} \) as \( E_{\mathcal{A}n,\mathcal{B}n} \) or \( E_{n,\mathcal{A}n,\mathcal{B}n} \). Finally, \( \rightarrow_p \) and \( \rightarrow_d \) denote convergence in probability and in distribution, respectively. The following result describes the asymptotic properties of the proposed approach under certain standard regularity conditions.
THEOREM 1: Under certain regularity conditions listed in Web Appendix C, the following statements hold for the EMSHS estimator \( \hat{\theta}_n \) as \( n \to \infty \) when \( p_n = O(\exp(n^{u})), q_n = O(n^U), 0 \leq U < 1, 0 \leq u < (1 - U)/2, \) and \( q_n \leq p_n \).

1. \( P(\mathcal{E}_n = \mathcal{E}_0^c) \to 0. \)

2. Letting \( s_n^2 = y'_n \sum_{n \neq 0: \mathcal{E}_0}^{-1} \gamma_n \) for any sequence of \( q_n \times 1 \) nonzero vectors \( \gamma_n \), we have
   \[
   n^{1/2} s_n^{-1} y' (\hat{\beta}_n - \hat{\beta}_0) \to_{\mathcal{D}} \mathcal{N}(0, \sigma^2_0).
   \]

3. The solution is unique with probability tending to 1 as \( n \to \infty \).

The conditions and the proofs are provided in Web Appendix C, which also contains the details for the oracle property under fixed \( p \) scenarios. We note that the above result holds even when the prior graph structure is mis-specified, as elaborated in Web Appendix C.

4. Simulation Study

We conduct simulations to evaluate the performance of the proposed approach in comparison with several existing methods. The competing methods include the lasso (Lasso), the adaptive Lasso (ALasso), the group Lasso (GLasso) (Yuan and Lin, 2006; Zeng and Brebeny, 2016), the network-constrained regularization approach (Net) (Li and Li, 2008), the Bayesian variable selection approach using spike and slab priors and MRF priors by Stingo et al. (2011) which we denote as BVS-MRF, and finally the EM approach for Bayesian variable selection (denoted as EMVS) proposed by Rockova and George (2014) and its extension to incorporate structural information (denoted as EMVSS). Among these approaches, GLasso treats pathways as overlapping groups, while Net, EMSHS, and EMVSS incorporate the graph information, and BVS-MRF exploits both. For Lasso and ALasso, we use the glmnet R package where the initial consistent estimator for ALasso is given by the ridge regression. We used the R packages gprergOverlap (Zeng and Brebeny, 2016) and glmgraph (Chen et al., 2015) for GLasso and Net, respectively. The Matlab code for BVS-MRF is provided with the original article by Stingo et al. (2011). The unpublished R codes for EMVS and EMVSS were provided to us by the authors.

4.1 Simulation Set-up

The simulated data are generated from the following model

\[
y_i = x_i' \beta + \epsilon_i, \quad 1 \leq i \leq n,
\]

where \( x_i \sim \mathcal{N}(0, \sum_{X^j}) \) and \( \epsilon_i \sim \mathcal{N}(0, \sigma^2) \). The number \( q \) of nonzero coefficients in \( \beta \) is randomly chosen between 4 and 8, and the true non-zero effect sizes were randomly
generated from a $\mathcal{N}(0.5, 2)$ distribution. The sample size is fixed at $n = 100$, the residual variance is fixed at $\sigma^2 = 2$, and we consider $p = 1,000, 10,000$, and 100,000.

Let $G_0$ be the adjacency matrix for the true graph that governs $\Sigma_X$, where $G_{0,jk} = 1$ if there is an edge between predictors $j$ and $k$, and $G_{0,jk} = 0$ otherwise. The mechanism to generate $G_0$ and $\Sigma_X$ is described in Web Appendix D, which resembles practical gene networks encountered in applications, and where a subset of important and unimportant genes lie in the same pathway and are connected. We use a working graph $G$ given to fit the models, where the working graph may be specified correctly or mis-specified, as follows.

1. $G = G_0$.
2. $G = G_0$, where $G_0$ does not allow edges between important and unimportant variables.
3. $G_0$ is as in scenario 1, but $G$ is randomly generated with the same number of edges as $G_0$.
4. $G_0$ is as in scenario 2, but $G$ is randomly generated with the same number of edges as $G_0$.
5. $G_0$ is as in scenario 1, but $G$ includes only a subset of the edges in $G_0$ for which the corresponding partial correlations are greater than 0.12.

Scenarios 1 and 2 are the cases where the true graph is completely known; scenario 2 allows no correlation between important and unimportant variables and hence is an ideal setting for approaches which encourage connected variables to be jointly included or excluded in the model. Scenarios 3 and 4 considered as the worst case scenarios, since $G$ is completely mis-specified. Scenario 5 mimics the situation where only strong signals from $G$ are known to data analysts, which is intermediate between the ideal and the worst case scenarios.

Although each of the five scenarios consist of a distinct edge structure for $G$, scenarios 1, 3, and 5 have the same pathway membership information, and similarly for scenarios 2 and 4.

We generate 500 data sets, each of which contains the training set, the validation set, and the test set of size $n = 100$ each. Variable selection performance is assessed in terms of the rates of false positives (FP) and false negatives (FN), and the prediction performance is assessed in terms of mean squared prediction error (MSPE) for the test data. Note that it is a paired design, which means all the methods were trained, validated, and tested with the same data, and thus we report the standard error of the differences in MSPE. We also report the average computation time per tuning parameter value in seconds. For the proposed approach, we choose priors $\sigma^2 \sim \mathcal{G}(1, 1)$ and $(a_{\omega}, b_{\omega}) = (2, 1)$ for $\omega_{jk}$, both of which are fairly uninformative. The remaining parameters $\mu$ and $\nu$ are chosen by validation method.

### 4.2 Results

The simulation results are summarized in Table 1. Note that Net, EMVS, and EMVSS were not feasible for $p = 100,000$ and BVS-MRF was not feasible for $p \geq 10,000$, due to either exceedingly large running time or lack of memory.
When true graph knowledge is available, the structured variable selection methods EMVSS and EMSHS have superior prediction performance compared to their counterparts that do not use graph information (i.e. EMVS and EMSH). Moreover, the performance of each structured variable selection method (namely, EMSHS, EMVSS and BVS-MRF) improves from scenario 3 to scenario 1, as well as from scenario 4 to scenario 2, further demonstrating the benefits of the correctly specified graph information. Similarly, the partially correctly specified graph information in Scenario 5 also improves the performance of these methods. The prediction error under Li and Li (2008), although higher than the proposed approach, improves from scenario 4 to scenario 2, but not from scenario 3 to scenarios 1 and 5. In contrast, we note that the GLasso reports identical prediction performance under Scenarios 1,3,5, as well as Scenarios 2 and 4, and hence is unable to distinguish between these cases which have the similar pathway membership information but different edge structures. We also note that the improvement in the prediction under EMSHS compared to EMVSS and NET increases with the dimension of the feature space, which suggests a distinct advantage in high dimensions.

When the working graph $G$ is partially or fully correctly specified (scenarios 1, 2, and 5), EMSHS significantly outperforms all the other methods in terms of prediction, with the relevance of significance being captured via the difference in MSE reported in parenthesis in Table 1. It is remarkable that while EMSH has a superior prediction performance when the graph information is completely mis-specified, EMSHS still yields close to the best prediction performance, demonstrating its robustness to mis-specified graph information. The robustness comes from the ability to adaptively learn the correlation between shrinkage parameters. In particular, the proposed method learns small values of the partial correlations between pairs of connected important and unimportant variables resulting in weak smoothing, and imposes stronger partial correlations for other sets of connected variables, which enable accurate variable selection and prediction (see Figure 3).

We also see that Lasso, ALasso, GLasso, Net, and BVS-MRF suffer significantly high FP rates in all scenarios, suggesting an inflated estimated model. On the other hand, BVS-MRF has significantly high FN rates and EMVS has high FN rates in Scenario 1. In contrast, EMSHS typically has the lowest FP rate among all approaches, and exhibits a FN rate which is the lowest or second lowest among all approaches incorporating prior knowledge when it is correctly or partially correctly specified. Finally, although somewhat slower than the Lasso and adaptive Lasso, the proposed approach is still computationally efficient and is scalable up to $p = 100,000$ and higher dimensions. In contrast none of the competing approaches incorporating prior graph knowledge except the group lasso is scalable to such high dimensions.

5. Data Application

We applied the proposed method to analysis of a glioblastoma data set obtained from the Cancer Genome Atlas Network (Verhaak et al., 2010). The data set includes the survival times ($T$) and gene expression levels for $p = 12,999$ genes ($X$) for 303 glioblastoma patients, and also the clinical characteristics ($Z$) for the patients. As glioblastoma is known as one of the most aggressive cancers, only 12% of the samples were censored.
We fit an accelerated failure time model using the uncensored data weighted by the inverse probability of not being censored (Johnson et al., 2011) \( \log T_i = \sum_{j=1}^{p} \beta_j X_{ij} + \epsilon_i, i = 1, \ldots, n \), where \( \epsilon_i \)'s are independent Gaussian random variables and all covariates were standardized to have mean 0 and variance 1. The censoring probability was estimated using a proportional hazard Cox model using \( Z \) as covariates. The network information (\( \mathcal{G} \)) for \( X \) was retrieved from the Kyoto Encyclopedia of Genes and Genomes (KEGG) database including a total of 332 KEGG pathways and 31,700 edges in these pathways.

In addition to EMSHS and EMSH, we included several competing methods that are computationally feasible, namely, Lasso, ALasso, GLasso, Net, EMVS, and EMVSS. The optimal tuning parameters \( \mu \) and \( \nu \) were chosen by minimizing the 5-fold cross-validated mean-squared prediction error. We used \( a_\sigma = 1 \) and \( b_\sigma = 1 \) for prior of \( \sigma^2 \), which is uninformative. As shown in Table 2, EMSH and EMSHS achieve the best prediction performance and both are substantially less expensive than EMVS and EMVSS in terms of computation. Similar to our simulation results, EMSH again yields better prediction performance than lasso and adaptive lasso, demonstrating the advantage of using the data to learn adaptive shrinkage in EMSH.

To assess variable selection behavior of EMSHS and EMSH, we conducted a separate experiment where we randomly divided the entire sample into two subsets; the first subset with 178 subjects (70% of the whole sample) was used as the training data and the second subset with 30% of the subjects was used as the validation data to select optimal tuning parameter values. We repeated this procedure 100 times. Of the 100 random splits, 20 genes were selected at least 5 times by EMSH and 24 genes were selected at least 5 times by EMSHS. Further examination reveals that a set of 6 genes that have been selected at least once by EMSHS but never by EMSH had edges with variables that have been selected by EMSH. On the other hand, a set of 18 genes that have been selected at least once by EMSH but never by EMSHS had edges with variables that have never been selected by EMSH. This lends support to the notion that incorporating graph information may reduce false positives and false negatives, which is consistent with the findings in our simulation study. In addition, the number of genes selected by several existing methods such as Lasso (20), GLasso (19) and Net (14) are comparable to or less than the number of genes selected by EMSH and EMSHS. Fourteen of the 20 genes selected by EMSH were also chosen by at least one other existing method considered, and seventeen of the 24 genes selected by EMSHS were also chosen by at least one other existing method considered.

Using the set of 24 genes selected by EMSHS, a gene list enrichment analysis conducted via the ToppGene Suite (Chen et al., 2009) identified a number of enriched pathways including, for example, the vitamin D pathway, which has been suggested to have an etiologic role in tumor development (Holick et al., 2007). In addition, several of these 24 genes have been associated with brain tumor. For example, Tang et al. (2014) showed that BRD7 is highly expressed in gliomas; Lee et al. (2010) reported that RANBP17 can enhance transcript levels of endogenous p21\(^\text{Waf1/Cip1} \), a well-validated E2A transactivation target gene; and Sirvent et al. (2012) found that TOM1L1 depletion has been shown to decrease tumor growth in
xenografted nude mice. The signs of the regression coefficients for TOM1L1, RANBP17 and BRD17 are consistent with the existing knowledge for the genes in promoting/suppressing the development of cancer. Our data analyses demonstrate that EMSHS yields biologically meaningful results.

6. Discussion

This article introduces a scalable Bayesian regularized regression approach and an associated EM algorithm which can incorporate the structural information between covariates in high dimensional settings. The approach relies on specifying informative priors on the log-shrinkage parameters of the Laplace priors on the regression coefficients, which results in adaptive regularization. The method does not rely on initial estimates for weights as in adaptive lasso approaches, which provides computational advantages in higher dimensions as demonstrated in simulations. Appealing theoretical properties for both fixed and diverging dimensions are established, under very general assumptions, even when the true graph is mis-specified. The method demonstrates encouraging numerical performance in terms of scalability, prediction and variable selection, with significant gains when the prior graph is correctly specified, and a robust performance under prior graph mis-specification.

Although the proposed EM algorithm is scalable to very high dimensions, it does not enable quantification of uncertainty, which is a limitation of our approach. However, we note that our model allows a straightforward implementation of an MCMC algorithm via a MH-within-Gibbs approach which should be feasible for moderate to large dimensions. For very high dimensions where the MCMC may not work well, one can compute bootstrap confidence intervals by repeatedly fitting the proposed EM algorithm to multiple bootstrap samples. As another alternative, one could potentially adapt the sandwich estimator proposed in Fan and Li (2001) to obtain standard errors for the non-zero regression coefficients.

Extending the current approach to more general types of outcomes such as binary or categorical should be possible (McCullagh and Nelder, 1989), although the complexity of the optimization problem may increase. These issues can potentially be addressed using a variety of recent advances in literature involving EM approaches via latent variables (Polson et al., 2013), coordinate descent method (Wu and Lange, 2008), and other optimization algorithms. Another potential avenue is to extend the approach to more general classes of priors on the shrinkage parameters, which will translate to more diverse penalties. We hope to tackle these issues as future research questions of interest.
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Figure 1.
Top two panels plot the marginal prior densities of $\beta$ for (a) different $\mu$ while $\nu$ and $\sigma$ are fixed and (b) different $\nu$ while $\mu$ and $\sigma$ are fixed. Bottom two panels (c) and (d) plot the corresponding negative log density functions. The standard normal prior and the horseshoe prior with $\tau = 1$ are shown for contrast. The Laplacian prior with $\lambda = e^{0.3}$ is plotted as a comparison to the case with $\mu = 0.3$ and $\nu = 0.1$. 
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Figure 2.
Contour plots of the marginal prior density of $\alpha_1$ and $\alpha_2$ for 4 different combinations of $a_{\omega}$ and $b_{\omega}$. 
Figure 3.
Ranges of average values of estimated $\omega$'s between important variables (I–I), between an important variable and an unimportant variable (I–U), and between unimportant variables (U–U) in EMSHS for scenario 1 and $p = 10,000$ case.
The mean squared prediction error (MSPE) for the test data, the average false positive rate (FP), the average false negative rate (FN), both in percentage, and the average computation time per tuning parameter value in seconds are recorded. The methods in column 1 correspond to the Lasso, adaptive lasso, group lasso, the penalized approach by Li and Li (2008), the Markov random field approach for Bayesian variable selection incorporating structure knowledge, the EM approach by Rockova and George (2014) without and with structural knowledge, and the proposed methods. In the parentheses are the standard errors of the average differences in MSE from EMSH (Sce. 3 and 4) or EMSHS (Sce. 1, 2, and 5).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Method</th>
<th>$p = 1,000$</th>
<th>$p = 10,000$</th>
<th>$p = 100,000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lasso</td>
<td>2.858 (0.018)</td>
<td>7.086</td>
<td>0.403</td>
</tr>
<tr>
<td></td>
<td>ALasso</td>
<td>2.510 (0.016)</td>
<td>0.512</td>
<td>1.953</td>
</tr>
<tr>
<td></td>
<td>GLasso</td>
<td>3.640 (0.025)</td>
<td>-</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>Net</td>
<td>3.033 (0.023)</td>
<td>2.710</td>
<td>0.514</td>
</tr>
<tr>
<td></td>
<td>BVS-MRF</td>
<td>12.280 (0.412)</td>
<td>6.890</td>
<td>27.240</td>
</tr>
<tr>
<td></td>
<td>EM VS</td>
<td>2.475 (0.022)</td>
<td>0.003</td>
<td>11.781</td>
</tr>
<tr>
<td></td>
<td>EMVSS</td>
<td>2.194 (0.007)</td>
<td>0.011</td>
<td>1.499</td>
</tr>
<tr>
<td></td>
<td>EMSH</td>
<td>2.257 (0.011)</td>
<td>0.021</td>
<td>3.399</td>
</tr>
<tr>
<td></td>
<td>EMSHS</td>
<td>2.182 (0.000)</td>
<td>0.017</td>
<td>0.614</td>
</tr>
<tr>
<td>2</td>
<td>Lasso</td>
<td>2.608 (0.016)</td>
<td>3.144</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>ALasso</td>
<td>2.273 (0.008)</td>
<td>0.274</td>
<td>0.357</td>
</tr>
<tr>
<td></td>
<td>GLasso</td>
<td>3.640 (0.027)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Net</td>
<td>2.775 (0.024)</td>
<td>1.908</td>
<td>0.215</td>
</tr>
<tr>
<td></td>
<td>BVS-MRF</td>
<td>7.647 (0.269)</td>
<td>9.057</td>
<td>16.819</td>
</tr>
<tr>
<td></td>
<td>EM VS</td>
<td>2.204 (0.007)</td>
<td>0.006</td>
<td>2.224</td>
</tr>
<tr>
<td></td>
<td>EMVSS</td>
<td>2.180 (0.004)</td>
<td>0.019</td>
<td>0.440</td>
</tr>
<tr>
<td></td>
<td>EMSH</td>
<td>2.185 (0.005)</td>
<td>0.011</td>
<td>1.284</td>
</tr>
<tr>
<td></td>
<td>EMSHS</td>
<td>2.158 (0.000)</td>
<td>0.002</td>
<td>0.307</td>
</tr>
<tr>
<td>3</td>
<td>Lasso</td>
<td>2.858 (0.019)</td>
<td>7.086</td>
<td>0.403</td>
</tr>
<tr>
<td></td>
<td>ALasso</td>
<td>2.510 (0.013)</td>
<td>0.512</td>
<td>1.953</td>
</tr>
<tr>
<td></td>
<td>GLasso</td>
<td>3.640 (0.027)</td>
<td>-</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>Net</td>
<td>3.032 (0.022)</td>
<td>2.673</td>
<td>0.571</td>
</tr>
<tr>
<td></td>
<td>BVS-MRF</td>
<td>12.960 (0.506)</td>
<td>6.289</td>
<td>28.094</td>
</tr>
<tr>
<td></td>
<td>Scenario</td>
<td>Method</td>
<td>MSPE</td>
<td>FP(%)</td>
</tr>
<tr>
<td>----</td>
<td>----------</td>
<td>----------</td>
<td>---------------</td>
<td>-------</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>p = 1,000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table Notes
- **MSPE**: Mean Squared Prediction Error
- **FP(%)**: False Positive Percentage
- **FN(%)**: False Negative Percentage
- **Time**: Computation Time (in seconds)

### Method Comparison
- **EM-VS**: Expectation-Maximization Variational Space
- **EMVSS**: Expectation-Maximization Variational Space with Stopping Rule
- **EMSH**: Expectation-Maximization of Sparse Hierarchical Models
- **EMSHS**: Expectation-Maximization of Sparse Hierarchical Models with Stopping Rule
- **Lasso**: Lasso Regression
- **ALasso**: Adaptive Lasso Regression
- **GLasso**: Group Lasso Regression
- **Net**: Net Selection
- **BVS-MRF**: Blockwise Variable Selection with Markov Random Field
Table 2
Cross-validated mean squared prediction error (CV MSPE) and computation time in seconds per tuning parameter (Time) from the analysis of TCGA genomic data and KEGG pathway information.

<table>
<thead>
<tr>
<th>Method</th>
<th>CV MSPE</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.982</td>
<td>0.5</td>
</tr>
<tr>
<td>ALasso</td>
<td>1.066</td>
<td>3.9</td>
</tr>
<tr>
<td>GLasso</td>
<td>0.984</td>
<td>989.3</td>
</tr>
<tr>
<td>Net</td>
<td>0.985</td>
<td>115.6</td>
</tr>
<tr>
<td>EMVS</td>
<td>0.996</td>
<td>1346.6</td>
</tr>
<tr>
<td>EMVSS</td>
<td>0.984</td>
<td>5998.3</td>
</tr>
<tr>
<td>EMSH</td>
<td>0.968</td>
<td>7.0</td>
</tr>
<tr>
<td>EMSHS</td>
<td>0.970</td>
<td>35.9</td>
</tr>
</tbody>
</table>