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Synopsis

The field of statistics makes valuable contributions to functional neuroimaging research by establishing procedures for the design and conduct of neuroimaging experiments and by providing tools for objectively quantifying and measuring the strength of scientific evidence provided by the data. Two common functional neuroimaging research objectives include detecting brain regions that reveal task-related alterations in measured brain activity (activations) and identifying highly correlated brain regions that exhibit similar patterns of activity over time (functional connectivity).

In this article, we highlight various statistical procedures for analyzing data from activation studies and from functional connectivity studies, focusing on functional magnetic resonance imaging (fMRI) and positron emission tomography (PET) data. We also discuss emerging statistical methods for prediction using fMRI and PET data, which stand to increase the translational significance of functional neuroimaging data to clinical practice.
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INTRODUCTION

There are a range of substantive applications for functional neuroimaging methods, as illustrated by subsequent chapters in this volume. For instance, functional neuroimaging has provided us with a better understanding of the neural basis for major psychiatric disorders, neurological disorders, and substance abuse. Structural or anatomical neuroimaging such as magnetic resonance imaging (MRI) has had a tremendous impact on medical practice for both clinical diagnoses, e.g., for detecting brain lesions or tumors, and for informing associated treatment decisions. Numerous functional neuroimaging studies, using functional MRI (fMRI) and cerebral blood flow positron emission tomography (PET), have identified neural processing differences or alterations in functional connectivity between patient groups and...
healthy controls, for instance concerning Alzheimer’s disease [1]. While such group differences in neural processing suggest a role for functional neuroimaging in clinical practice, there has been a paucity of research targeting the development of standardized functional neuroimaging tools that aid in clinical decision-making, especially in terms of treatment decisions. Nonetheless, we envisage important clinical contributions for functional neuroimaging and will discuss these possibilities later in the chapter.

The field of statistics has played an integral role in the advancement of functional neuroimaging research and has the potential to vastly increase the translational significance of neuroimaging techniques to clinical practice. Current functional neuroimaging research focuses largely on activation studies and on studies of functional connectivity. Activation studies generally seek to characterize the neural responses to experimental tasks, which we may visualize as maps of distributed patterns of brain activity. Other common goals in activation studies are to detect differences in patterns of brain activity among various experimental stimuli, among different subgroups of subjects, and between two or more sessions, e.g., before and after treatment. While activation studies focus on localized brain activation, functional connectivity studies aim to determine multiple brain areas that exhibit similar temporal task-related (or resting state) activity profiles. In this chapter, we present statistical methodology for analyzing functional neuroimaging data in activation studies and studies of functional connectivity. Furthermore, we describe statistical techniques that show promise for clinical applications of functional neuroimaging data, enabling the prediction of behavior-related neural processing, of the neural response to treatment, and of the clinical symptom response to treatment.

In what follows, we highlight statistical procedures for fMRI and PET data that target activation studies, functional connectivity studies, and predictive techniques because a comprehensive review of statistical methods for functional neuroimaging data is beyond the scope of this chapter. To facilitate our presentation, we discuss the statistical methods in the context of fMRI data from a study of inhibitory control among cocaine-dependent men and PET data from a study of working memory in schizophrenia patients. Also, we briefly summarize general characteristics of fMRI and PET data.

DESCRIPTION OF EXPERIMENTAL DATA

Inhibitory Control in Cocaine Dependent Men

Impairment in the ability to exert inhibitory control (e.g., of drug-seeking behaviors) in spite of adverse consequences, represents a common characteristic of drug addiction [2]. The deficits in response inhibition that cocaine addicts often exhibit may generalize outside of a drug-seeking context. We consider an fMRI study that evaluates the effects of cocaine addiction and treatment-related cocaine abstinence on the neural representation of inhibitory control experimental tasks. The cocaine-dependent subjects all enrolled in an addiction treatment program.

Baseline fMRI scans were collected from 41 men, 24 of whom were classified as cocaine-dependent and 17 as cocaine-free. Scans were obtained while subjects performed a variation of the classic Go/No-Go task, a stop task, and a Stroop task, all of which are designed to assess inhibitory control processes. The study reassessed neural processing related to the inhibitory control tasks four weeks following the initiation of treatment and tracked the time to relapse weekly for each subject for one year. We consider data from the stop task in this chapter.

General Characteristics of fMRI and PET data

Functional neuroimaging using fMRI and PET measures hemodynamic correlates of localized brain activity. Each scan contains brain activity measurements at various spatial locations...
called *voxels* that are small cubic regions of roughly a few mm in size. The number of voxels in an image depends on the scan resolution, but as an example, a typical three-dimensional (3-D) scan may consist of $2\text{mm}^3$ voxels configured in a $79 \times 95 \times 69$ array after initial image preprocessing. We usually collect a series of 3-D scans for each individual, obtained under different experimental conditions. The series of 3-D scans represents a time series of image intensities at each voxel location, as depicted in Figure 1.

PET and fMRI data present numerous challenges to many conventional statistical procedures. The intercommunicating networks of neurons throughout the brain are quite extensive and not completely understood. Complex patterns of spatial correlations arise between localized measures of brain activity and are task-dependent. A major modeling challenge stems from the fact that white matter axonal connections (bundles) gives rise to both short and long-range functional dependencies, rendering spatial modeling procedures that assume decaying correlations with increasing distance inappropriate. The white matter connections are quite extensive and may join cortical areas within or between cortical areas, as well as link cerebral cortex to various subcortical structures. Therefore, distant regions linked by axonal fibers may have the potential to exhibit higher correlations than voxels that lack such connections. Furthermore, the enormous number of voxels may pose computational difficulties for implementing statistical techniques. At a given spatial location, the multiple measurements of brain activity from repeated scans exhibit temporal correlations. These temporal correlations are often driven by functional similarities in measured brain activity at different frequency bands. Temporal correlations may also relate to non-neurophysiological sources such as cardiac and/or respiratory artifacts and scanner drift effects.

**PREPROCESSING**

Functional neuroimaging data often undergo preprocessing prior to statistical analyses. The initial preprocessing step involves *preparing the functional data for viewing* to check for anomalous images, for example, that are improperly reconstructed, extremely noisy, or not correctly oriented (i.e., flipped or rotated). Scanners sequentially acquire the slices of a single 3-D functional image, resulting in brain oxygenation-level dependent (BOLD) signal samples at different layers of the brain corresponding to slightly different time points (msec apart). It is common to perform *slice timing correction*, using a phase shift, to make all of the slices from a single 3-D image correspond to the same point in time.

Head motion invariably occurs while subjects are in the scanner, despite attempts to prevent it. Therefore, it is necessary to ensure proper spatial alignment of each subject’s serial brain scans. Using the method of least squares and a six-parameter rigid-body spatial transformation, we perform *realignment* on each subject’s time-series of images to ensure that all the scans correspond to a single image (arbitrarily selected from the series) [3]. The set of realignment parameters can also be incorporated within a general linear model (see below) to adjust for movement differences between subjects. For PET, we also perform *co-registration*, which aligns the functional scans with anatomical MRI scans, enabling visualizations that superimpose PET information on an MRI image. The rigid-body transformation (in 3-D) can be parameterized by three translations and three rotations about the different axes [4].

A challenge confronting multi-subject functional neuroimaging studies involves the issue of combining data from different subjects, given neuroanatomical variation. Following realignment, it is common to perform *spatial normalization*, which attempts to deform or warp each individual’s series of scans to a standard template brain [usually the Montreal Neurological Institute (MNI) template]. Spatial normalization allows pooling of data from different subjects, comparisons of measured activity between subjects, and comparisons of functional neuroimaging results between studies.
Another common data processing step is spatial smoothing (low-pass filtering), which convolves image volumes, usually with a Gaussian kernel of a specified width. Spatial smoothing usually blurs sharp edges because it suppresses the high frequency signal and enhances the low frequency signal, i.e., increases the signal-to-noise ratio (SNR) of the data. Conceptually, spatial smoothing is appealing because it mitigates the effects of neuroanatomic variation that may persist after spatial normalization. Another advantage of spatial smoothing is that it provides a stronger basis for applying random field theory for thresholding of “activation maps” (see below) by making random field theory assumptions more tenable. Spatial smoothing, however, is not uniformly supported. It may attenuate highly-localized effects (activations) due to the integration of BOLD responses across neighboring regions [5]; inflate correlations between neighboring voxels; and, some argue, is a suboptimal way to increase the SNR [6].

Cerebral hemodynamic responses to brief periods of neural activity are not instantaneous. There is a blurring and a delay of the peak response by several seconds (5–8 sec) as well as a transient increase of blood flow within the first 1,000 msec of neuronal activity. A simple way of capturing this is to assume that the fMRI response depends on the external stimulus by convolution with a hemodynamic response function $h(t)$, as follows: $x(t) = \int_0^\infty h(u) s(t - u) du$, where $x(t)$ is the (noise-free) fMRI response at a particular voxel at time $t$, and the external stimulus is given by $s(t)$ [7]. Numerous alternatives exist for specifying the hemodynamic response function $h(t)$, but a simple and common choice is a gamma function [8]. Some voxels in fMRI time-series data show considerable drift over time caused by physiological noise or scanner artifacts. One can remove drift either by high-pass filtering or by introducing low frequency drift terms, such as cosines, polynomials, or splines, into the statistical model. A related artifact that sometimes arises for fMRI data is a global gain, e.g., between runs or sessions. We scale the data to eliminate this effect and to give the data an interpretable (relative) scale. In proportional scaling, the gain for each image is estimated and each intensity is multiplied by the gain estimate. More often we use the grand mean scaling, where each volume is divided by a session specific gain. Macey et al. [9] propose a new technique based on a voxel-level linear model of the global signal.

STATISTICAL METHODS FOR ACTIVATION STUDIES

The general objective of activation studies is to identify brain locations that are involved in the neural processing associated with tasks that subjects perform while in the scanner and possibly to compare these neural processing traits between tasks or between subgroups of individuals. We present a commonly employed two-stage statistical modeling procedure that is applicable to activation studies. We also give some extensions to the basic framework to handle several of the complex characteristics of functional neuroimaging data such as spatial correlation patterns. We present the modeling procedure for fMRI data, and PET analyses proceed using a similar framework. Figure 2 graphically depicts the general procedures for statistical modeling and inference.

Stage 1 Model

The first stage of the model characterizes distributed brain activity associated with various experimental conditions, separately for each individual. To set notation, consider functional neuroimaging data consisting of $N$ subjects (indexed by $i = 1, \ldots, N$), $T$ scans (indexed by $t = 1, \ldots, T$), and $V$ voxels (indexed by $v = 1, \ldots, V$). We arrange the serial BOLD fMRI responses for subject $i$ in the vector $Y_i(v) = (Y_{i1}(v), \ldots, Y_{iT}(v))'$ (at a given voxel location). This is illustrated by Figure 1, which shows a voxel time series $Y_i(v)$ from a cocaine addict in the inhibitory control study. The figure depicts the varying brain activity (BOLD responses) across 170 scans.
and indicates the onsets of the experimental stimulus, which was an auditory tone signaling to the subject to refrain from responding to the “go” cue.

The first-stage linear model for the vector of BOLD responses (for subject $i$ and voxel $v$) is given by

$$ Y_i(v) = X_i(v)B_i(v) + Z_i(v)\alpha_i(v) + e_i(v). $$

The design matrix $X_i(v)$ contains columns pertaining to the experimental stimuli. In its raw form, the design matrix often contains ones and zeros, where a one indicates that the scan associated with the row in which the one appears was obtained under the experimental stimulus associated with the column in which the one appears. For fMRI data, we convolve the raw design matrix with a hemodynamic response function prior to statistical modeling. The matrix $Z_i(v)$ contains additional covariates that we control for in our statistical analysis, but that are not of substantive interest. Examples of such variables include global blood flow and signal determined by factors other than stimulus-induced neural processing. The parameters $B_i(v)$ and $\alpha_i(v)$ represent subject-specific effects corresponding to $X_i(v)$ and $Z_i(v)$, respectively. The vector $e_i(v)$ denotes random errors representing characteristics of the measurement process that are unaccounted for by our statistical model, and we assume that the errors follow a zero-mean multivariate normal distribution $\mathcal{N}(0, \sigma_i(v)I)$ where $\sigma_i^2(v)$ is the error variance at voxel $v$.

One notable feature of each individual’s data at a given voxel location is that the serial measurements of brain activity exhibit temporal correlations. The stage 1 model above does not explicitly address these serial correlations, but a few commonly employed strategies exist. First, the use of the two-stage modeling approach indirectly addresses within-subject correlations [10]. Second, one may pre-whiten the fMRI serial responses to remove the temporal correlations among multiple scans on each individual. Pre-whitening usually involves estimating a global correlation parameter from a first-order auto-regressive model [Statistical Parametric Mapping (SPM) 99]; and then using the resulting covariance matrix (based on localized variance estimates) to transform the data, yielding independent (transformed) scans if the assumed covariance model is correct. Third, one may implement temporal smoothing to increase the SNR by convolving the fMRI signal with a reference function and to introduce known (at least partially so) correlations, enabling estimation using the generalized least-squares method. For example, this approach is used with a Gaussian smoothing kernel (low-pass filter) matched to the hemodynamic response function along with a linear high-pass filter to impose an approximately known correlation structure [11].

For PET data, the serial measurements are obtained across much longer intervals than for fMRI, often separated by minutes or hours rather than seconds. Nonetheless, the data may still exhibit correlations between the repeated scans within an individual. The reduced number of scans for most PET studies enables the use of a single level mixed effects model analysis that includes various potential covariance structures to capture the temporal correlations [12].

**Stage 2 Model**

**General Linear Model (GLM)**—The stage 2 model combines the subject-specific effect $B_i(v)$ from (1) to estimate the associated group-level or population parameters. Specifically, we model

$$ B_i(v) = W_{iv}\beta(v) + e_i(v), $$

where $W_{iv}$ is the second-stage design matrix that often consists of subject-specific characteristics and $\beta(v)$ contains the group-level parameters that represent the effects related to different sessions or the effects associated with various subpopulations such as different conditions.
treatment groups. In practice, researchers are often interested in making inferences pertaining to the differences between sessions or groups. One common approach is to define a contrast of the elements in $B_i(\nu)$ and then to model the contrast in terms of the corresponding group-level contrast parameter [13]. For example, defining $\theta_i(\nu) = CB_i(\nu)$ with $C = [1 \ -1 \ 0 \ \ldots \ 0]$, takes the difference between the first and second elements in $B_i(\nu)$. Modeling a contrast at the second stage, rather than the entire vector of subject-specific effects from model (1), is a convenient approach because it facilitates computations, but it also has some limitations addressed in the next subsection.

**General Linear Multivariate Model (GLMM)**—A major drawback of modeling contrasts at stage 2 is that it fails to incorporate correlations that may exist between elements of each individual’s vector of effects, e.g., representing multiple memory tasks. In the inhibitory control study, for instance, a subject’s baseline and follow-up (post-treatment) effects from stage 1 may exhibit positive correlations, and it is important for the stage 2 model to estimate these correlations and to incorporate them into all subsequent statistical inferences. By correctly accounting for these correlations, we can improve the statistical power of the hypothesis testing. An attractive alternative that overcomes the limitations of the GLM-based contrast modeling approach is to fit a GLMM for the repeated-measures at the second stage. The second-stage GLMM is given by

$$B(\nu) = W\beta(\nu) + \epsilon(\nu),$$

where $B(\nu)$ is a matrix with the $i$th row containing the entire vector of effects for subject $i$, i.e., the elements of $B_i(\nu)$ arranged in a row. $W$ is the multivariate model design matrix that contains between-subject effects such as subgroup assignment indicators (e.g., patients or control subjects), and the group-level parameters of interest are arrayed in the $q \times p$ matrix $\beta(\nu)$, in which the rows pertain to between-subject effects and the columns correspond to the multiple effects from the stage 1 model. The GLMM assumes that each row of $B(\nu)$, containing all of the effects for a particular subject, has a covariance matrix that characterizes the correlations between the multiple effects. Estimation of the GLMM is fast and computationally efficient, even for a large number of voxels.

**Spatial Models**—Complex neural networks act as pathways that enable interactive neural processing. The GLM and GLMM approaches perform estimation separately for each voxel, which does not account for the neurophysiological associations that may exist between different brain regions. The common approach of estimating parameters from separate statistical models applied to each voxel implicitly assumes independence between voxels, clearly departing from the underlying neurophysiology. One popular approach applies random field-based methods for thresholding to determine significant activations to help remedy the spatial independence assumption involved during estimation [14,15], but this approach requires restrictive assumptions, sometimes involves alterations to the observed data by smoothing during preprocessing, and relies on (random field) theory that is often not supported by the data [16,17].

There is emerging recognition of the importance of modeling spatial correlations between voxels for both estimation and statistical inferences to address the non-independence between observed brain activity measurements in different voxels. The brain’s intricate neurocircuitry subserving interactive neural processing is too extensive for comprehensive modeling in a statistical framework and is not completely understood. However, we may capture prominent features of the spatial networks using statistical models. Some authors attempt to incorporate correlations between the brain activity in a given voxel with the activity from neighboring voxels [18,19,20]. Penny et al. [21] presented a Bayesian model that assumes spatially correlated prior distributions for the regression coefficients from first-order neighbors.
comprised of the physically contiguous voxels (possibly extendable). They also assumed that the covariance matrix is known up to a multiplicative constant.

We have taken an alternative approach to formulate a spatial model that extends beyond (first-order) neighboring voxels [22]. This approach partitions voxels into functionally related neural processing clusters (regions) and applies a spatial simultaneous autoregressive model to capture intra-regional correlations. The spatial model is given by

$$B_{ig}(v) = W_{ig} \beta_g(v) + \left( \frac{\rho_g}{V_g - 1} \right) \sum_{v \in N_v} (B_{ig}(v) - W_{ig} \beta_g(v)) + e_{ig}(v),$$

where $e_{ig}(v)$ represents a vector of mean-zero random errors for voxel $v$ (which belongs to region $g$), $\rho_g$ is the spatial dependence parameter for region $g$ (with $-1 < \rho_g < 1$), and $N_v$ is the set of voxels within the same neural processing cluster as voxel $v$. In this model, the subject-specific effect at voxel $v$ not only depends on the population effect at voxel $v$ but also is affected by the subject’s effect at voxels within the same cluster. Key practical advantages of this approach are that it allows the possibility of long range correlations due for example to white-matter axonal connections, and it leads to fast estimation. More generally, other benefits that may result from spatial modeling include more appropriate modeling assumptions, increased precision of voxel-specific brain activity estimators, and increased statistical power. Consider a spatio-temporal model for analyses targeting a specific region of interest (ROI) [23]. This ROI spatial model specifies correlations based on a functionally-defined distance metric so that the magnitudes of correlations decay with decreasing similarity in neural processing, rather than as a function of increasing physical distance between brain locations. Estimation of this model is computationally intensive, limiting its applicability to analyses targeting anatomically-focused hypotheses.

### Inference Procedures

Statistical inferences for activation studies typically target the voxel-level (e.g., SPM [24,25]) or a broader regional level. We may seek voxel-level inferences using GLM, GLMM, or spatial modeling methods. Voxel-based procedures allow a high degree of localization for identifying task-related alterations in neural processing. Region-based methods are spatially more coarse, e.g., targeting a defined neuroanatomic structure or region such as a selected Brodmann area [26], and help to correct for partial volume effects that are particularly salient when dealing with anatomically abnormal and atrophic cerebral structures.

#### Voxel-Specific Inferences

Either the method of least-squares or maximum likelihood is applicable to obtain an estimator of the group-level parameter $\beta(v)$, denoted $\hat{\beta}(v)$, from voxel-level modeling approaches. One can also obtain model-based estimates of the mean activity in each voxel and for each subject, corresponding to different experimental stimuli, using $B^\alpha(v) = W_i \beta^\alpha(v)$. When modeling a contrast of effects at the second stage as described above, we obtain the estimator of the group-level contrast of interest directly from fitting the model. Otherwise, it is common to define a contrast of the group-level effects following estimation, for example $\hat{\theta}(v) = C \beta(v)$. In either case, we target the scientific questions of interest by conducting statistical tests about hypothesized values of the group-level parameters.

For functional neuroimaging analyses, we commonly specify null hypotheses of the form $H_0: \theta(v) = 0$, for example testing the equality of the mean BOLD responses from two experimental tasks. For the cocaine dependence study, we are interested in testing the equality of mean brain activity related to an inhibitory control task following treatment and the mean activity at baseline (prior to treatment). The alternative hypothesis defines a distinct set of values for the parameter (contrast) of interest. For instance, we may specify $H_1: \theta(v) > 0$, $\theta(v) < 0$, or $\theta(v) \neq 0$.
indicating that the mean brain activity (related to response inhibition) following treatment is greater than the mean activity prior to treatment. By specifying multiple contrast vectors $C$, we can define several parameters that address different study objectives.

Conducting statistical tests about hypotheses usually makes use of three important quantities, namely an estimate of the parameter of interest $\hat{\theta}(v)$, the value of the parameter under the null hypothesis $\theta_0$, and the standard error of the parameter estimate, denoted $s.e.(\hat{\theta}(v))$. The standard error quantifies the sampling variability about the parameter estimate obtained in the analysis. The next step in conducting tests of hypotheses is to define a test statistic, which combines the three aforementioned quantities. The specific mathematical expression used for the test statistic depends on the statistical model applied to the data, but it has the following basic form

$$t(v) = \frac{\hat{\theta}(v) - \theta_0}{\sqrt{s.e.(\hat{\theta}(v))}}$$

The test statistic is a random variable that (generally) follows a known probability distribution, e.g., t-distribution, under the null hypothesis. Computing the test statistic at each voxel produces a t-statistic map, and we apply various methods of thresholding to identify voxels producing statistically significant effects or contrasts.

To determine whether the data provide sufficient evidence to reject the null hypothesis, we compare the computed value of the test statistic at each voxel to a specified threshold. Following classical statistical techniques, we utilize a thresholding quantity that represents a percentile from the sampling distribution of the test statistic under the null hypothesis. The selected percentile corresponds to the significance level $\alpha$ specified by the analyst, reflecting the type-I error rate or the probability of rejecting a true null hypothesis. We generally set a small type-I error rate, and obtain the $[100 \times (1-\alpha)]$ percentile. If the observed value of the test statistic exceeds the threshold corresponding to the selected percentile, then the data provide sufficient evidence to reject the null hypothesis in favor of the alternative hypothesis. For more details about estimation and inference for fMRI analysis, we refer to the work of Friston and colleagues [4,24,25], Bullmore et al. [27], and Worsley [28].

One challenge present in the analysis of functional neuroimaging data is that we conduct tests of hypotheses at the voxel level, often resulting in hundreds of thousands of tests. Consequently, we must take additional measures to maintain a reasonable type-I error rate, since it may become inflated due to the large number of tests performed. There is no single measure of type-I error in multiple testing problems. The familywise error rate (FWE) is a standard measure, quantifying the chance of any type-I errors occurring. The maximum statistic, e.g., in a $t$-statistic map, plays a key role in FWE control.

One approach to control the FWE rate is to perform a Bonferroni-type correction. The Bonferroni correction simply divides the significance level by the number of tests performed, maintaining a FWE rate at (or below) the nominal significance level. The large number of tests in our context typically requires a corrected significance level that is overly conservative. In practice, we often strike a compromise by specifying a threshold that is more stringent than conventional levels, such as $\alpha=0.05$, but less conservative than the Bonferroni method. The theory of random fields provides a framework for an alternative method of adjusting $p$-values that takes into account the non-independence between neighboring voxels. When combined with the GLM, the random field theory (RFT) methods comprise a flexible framework for neuroimaging inference [11]. RFT methods account for dependence in the data, as captured by the maximum distribution. These methods approximate the upper tail of the maximum
distribution, the end needed to find small FWE thresholds. For a detailed description of RFT methods, we refer to the work of Worsley and colleagues [15].

A relatively new approach to the multiple comparisons problem is the False Discovery Rate (FDR) [29,30]. The FDR is the expected proportion of erroneous rejections, among all rejections. Therefore, FDR controls the expected proportion of false positives among voxels exceeding a threshold, unlike Bonferroni or random field methods that control the chance of any false positives. Nichols and Hayasaka [31] give a comparative review of FDR and methods for controlling the familywise error rate in functional neuroimaging analyses.

**Region of Interest Inferences**—In some cases, researchers seek to determine whether there is evidence of task-related changes in brain activity within a particular region, rather than to determine globally where task-related activations occur, leading to ROI analyses. An important aspect of performing ROI analyses involves the selection of the targeted anatomical region, and there are established techniques for doing so [32,33,34]. Following selection of a targeted region, ROI analyses often involve averaging brain activity measurements over all of the voxels in the ROI (for each scan) and then proceeding with statistical analyses with each scan contributing a single measurement of brain activity. There are several advantages of ROI analyses for anatomically-focused hypotheses. First, they substantially reduce the number of voxels, often to a single mean data point as just described. For the mean summary statistic approach, ROI analyses yield brain activity measurements that are less variable than the voxel-level measurements. The reduced number of voxels mitigates the multiple comparisons issue, which in addition to the precision gained by the use of summary statistics, may provide increased sensitivity to detect significant task-related changes in brain activity. Data from an ROI are also simple to visualize, for example allowing plotting of the measured brain activity levels within these regions by experimental condition or by subgroup membership.

The simplicity of the data structure for ROI analyses also enables the application of more sophisticated (and often more computationally-intensive) statistical techniques that may entail assumptions that are better suited for the data. Nieto-Castanon and colleagues [35] presented ROI analysis methods, along with an accompanying SPM toolbox for implementation, based on multivariate analysis methods for fMRI data discussed by Friston et al. [36] and Worsley et al. [37]. We present a statistical model for detecting task-related alterations in measured brain activity that accounts for both spatial correlations between voxels within the ROI and temporal correlations between the multiple scans on each subject [23]. Conducting analyses at the voxel level within the ROI is beneficial for detecting significant activations in a relatively small area within the ROI that may not be detected when averaging data across the entire region. The spatio-temporal ROI model [23] also borrows strength to increase statistical power by incorporating information from voxels exhibiting similar task-related functionality. A major limitation of all ROI analyses is that activations outside an ROI are not detectable, so one should apply ROI analyses only for anatomically-focused hypotheses.

**Nonparametric methods**—Complexities in fMRI and PET data may support the use of nonparametric methods for finding appropriate thresholds for statistical inferences. Nonparametric methods are more flexible than parametric approaches, since they do not require assumptions regarding underlying probability distributions, and we are not limited to test statistics with known null-distributions. *Permutation testing*, introduced into the functional neuroimaging literature by Holmes et.al. [16], is a well-established method for nonparametric testing that readily accounts for the multiple comparisons problem. Nichols and Holmes [38] provide details on conducting permutation tests. Bullmore et al. [39] present procedures, called *wavestrapping*, for resampling wavelet coefficients of 1-D time series, 2- or 3-D spatial maps, and 4-D spatiotemporal processes, and they propose wavelet-based methods for multiple hypothesis testing.
STATISTICAL METHODS FOR FUNCTIONAL CONNECTIVITY

Functional connectivity has been defined as the temporal correlation between spatially remote neurophysiological events [40]. Various statistical methods exist for examining functional connectivity, ranging from descriptive approaches to inferential procedures, and we highlight several methods in this section.

Clustering

Cluster analysis is a data-driven method that can assist in identifying voxels exhibiting similar patterns of task-related brain activity. Neuroimaging applications currently utilize several clustering algorithms, including the K-means approach [41,42,43,44], fuzzy clustering [45, 46,47,48], hierarchical clustering methods [49,50,51,42,52], a hybrid hierarchical K-means approach [53], and dynamical cluster analysis (DCA) [54]. The performances of clustering methods are largely influenced by characteristics of the data. Many algorithms are capable of detecting well-separated clusters. In other cases, however, the performance of a given method depends on certain cluster characteristics such as compactness, shape, size, and heterogeneity. As a result of our simulation study comparing various clustering algorithms [49], we advocate the use of Ward’s and the beta-flexible hierarchical clustering methods as well as K-means and fuzzy clustering procedures when the number of clusters is known with a reasonable degree of certainty. A multiple classification approach also may permit likelihood-based comparisons across clustering solutions produced by various algorithms, allowing the analyst to detect the algorithm that provides the best clustering solution for the data [50].

We often apply a clustering algorithm to a summary statistic of the scans, such as the effects from a linear regression model that represent stimulus-specific averages across subjects. The primary objective of neuroimaging clustering is to identify collections of voxels (clusters) that exhibit similar brain activity patterns and that reveal distinct neural response patterns between clusters. One important feature of the detected clusters is that they may consist of non-contiguous voxels, offering the potential of identifying associations that may exist between anatomically distant voxels, as illustrated in Figure 3. We provide a brief exposition of hierarchical and K-means procedures. We use \( G \) to denote the total number of clusters, despite the standard use of the name K-means (suggesting \( K \) as the total number of clusters).

Clustering algorithms use measures of distance to determine dissimilarity between voxels (or clusters). The K-means algorithm begins by specifying the number of clusters \( G \), randomly initializing the voxels to the \( G \) groups, and calculating the group centroids (means). The algorithm iteratively reassigns voxels to the cluster with the nearest centroid, based on the distance calculations representing the dissimilarity in brain function, and recalculates the cluster means. The algorithm ceases when no reassignments occur. The K-means algorithm is common in neuroimaging applications, in part because the computations are fast and efficient. However, a disadvantage of the K-means approach is that it requires prior specification of the number of clusters (\( G \)), and often there is no scientific basis for setting \( G \) in functional neuroimaging applications.

Agglomerative hierarchical clustering begins with each voxel representing a separate cluster and proceeds with successive merges until all clusters unite. Beginning with \( V \) clusters, we calculate a \( V \times V \) distance matrix, with each element representing the dissimilarity in brain function between the voxels corresponding to the associated row and column of the matrix. Hierarchical clustering then proceeds as follows: (1) Identify the smallest distance and combine the corresponding clusters, reducing the total number of clusters by one after each iteration; (2) compute an updated distance matrix by removing rows and columns associated with the two merged clusters and adding a row and column containing updated distances between the new cluster and all other clusters; (3) repeat steps until all clusters unite. Specific hierarchical
clustering algorithms use different updating functions to measure the distances between clusters (For review, see [49]).

**Independent Component Analysis**

Independent component analysis (ICA) is becoming increasingly popular for analyzing functional neuroimaging data [55,56,57]. Neuroimaging signals measuring brain activity consist of different sources of variability, such as machine artifacts, physiological pulsation, and the true brain activity changes induced by experimental conditions. Most conventional analysis tools such as GLM make specific assumptions about the relationship between the measured brain activity and the experimental stimuli. These methods pre-specify a design matrix that, combined with a vector of parameters, represents the expected neural responses associated with various experimental stimuli. The validity of the inferred spatial activation patterns depends on the validity of the assumed spatio-temporal signal characteristics. Structured noise from sources other than the experimental conditions may bias the parameter estimates, inflate the residual errors, and reduce the statistical significance. As an alternative, ICA does not require any prior knowledge regarding the spatio-temporal structure underlying the measured brain activity. ICA identifies independently distributed spatial patterns that are associated with different time-courses and hence offers a useful exploratory technique to investigate functional connectivity. In particular, ICA has been very useful for studying functional connectivity in resting state data, where there are no clear task-related activations [56,58].

**Single subject ICA**—The basic goal of ICA is to express the observed 3-D brain images as linear combinations of statistically independent latent component signals. There are two major types of ICA models. The classical ICA procedure decomposes the observed data into the product of a matrix representing statistically independent spatial source signals and a matrix containing the time series associated with these source signals. A second approach, referred to as noisy ICA or probabilistic ICA, assumes the observed data is composed not only of the ICA decomposition but also of noise [59,60]. Our following introduction focuses on probabilistic ICA and includes some discussion about classical ICA.

The probabilistic ICA model is formulated as a generative linear latent model,

\[ Y(v) = A s_i(v) + e_i(v), \]  

where \( Y(v) \) is the time series vector observed at voxel \( v \), \( s_i(v) \) is an unknown vector of source signals associated with voxel \( v \), and \( A \) is an unknown matrix called the *mixing matrix* because it mixes the independent source signals to generate the observed data. Each element in \( s_i(v) \) represents the presence and the “amplitude” of a particular source in the observed data \( Y_i(v) \). The number of sources, i.e., the number of columns in \( A \), is smaller than the number of scans or time points. In model (6), each column of \( A \) represents a latent time series associated with a specific spatial source. In probabilistic ICA, the model also includes an error term \( e_i(v) \), representing variability in the data that is not explained by the sources. The source \( s_i(v) \) is non-Gaussian, while the error is assumed to follow a Gaussian distribution. Figure 4 depicts (a) the thresholded map for a spatial source signal along with its (b) associated time series for a subject in the cocaine-dependence study.

The primary distinction between probabilistic and classical ICA is that the classical approach does not include the Gaussian noise component. Therefore, classical ICA attempts to characterize the data completely by the source signals, which are combined by the mixing matrix. The classical noise-free model precludes any test of significance and thresholding techniques for the source estimates. Issues sometimes arise with classical ICA since any valid spatial variation, such as a slight difference between the left and right hemisphere or spatial
difference in the background noise level, may be treated as spatial source signals. Consequently, clusters of voxels that show similar temporal patterns may split into different spatial maps. The ICA model in (6) is similar to the standard GLM, where the mixing matrix A corresponds to the design matrix and the source signal s(ν) corresponds to the unknown parameter vector. However, unlike GLM, ICA does not require pre-specification of the mixing matrix prior to model fitting, but instead estimates the matrix from the observed data, and the spatial source signals in ICA have the additional constraint of being statistically independent. For details regarding the estimation of probabilistic ICA and other ICA models, readers can refer to Beckman and Smith [60].

**Group ICA**—Scientific objectives in functional neuroimaging studies often target conclusions that generalize to groups of individuals, so we now discuss methods for performing ICA on multi-subject functional neuroimaging data. We present two approaches for performing ICA on multi-subject imaging data. The first approach involves concatenating the subjects’ data along the time dimension [57], and then applying a standard 2-D ICA to derive a set of “group” independent components and aggregated mixing matrix. The aggregated mixing and unmixing matrices both partition into sub-matrices corresponding to each subject. We can reconstruct the ICA spatial maps for individual subjects by multiplying a subject’s portion of the unmixing matrix with the observed data from the corresponding subject. We can also reconstruct the subject-specific latent time series by partitioning the aggregated mixing matrix.

A second multi-subject approach is the tensor probabilistic ICA [60], extending the single subject probabilistic ICA in (6). While single-subject probabilistic ICA represents the data by different spatial processes along with their associated temporal dynamics, the tensor probabilistic ICA for multiple subjects adds an additional subject dimension to the spatial and temporal domains. Tensor probabilistic ICA decomposes imaging data from multiple subjects into a sum of products of spatial source signals, corresponding latent temporal dynamics, and subject-specific loadings associated with each of the spatio-temporal processes. Some other works in group ICA include Lukic et al. [67] and Svensen et al. [62], and available software tools to implement ICA include Melodic in FSL [Oxford Centre for Functional Magnetic Resonance Imaging of the Brain (FMRIB) Software Library] and GIFT (Group ICA of fMRI Toolbox).

**Bayesian Hierarchical Modeling**

One may also implement parametric model-based analyses to quantify functional connectivity and provide statistical evidence regarding the likelihood of functional connectivity between brain regions. Patel et al. [63] presented one such approach, formulating a Bayesian hierarchical model. For every scan, the method initially classifies each voxel as either active or inactive. The model utilizes data that reflect joint activation between any pair of voxels, say v1 and v2. Specifically, combining across all subjects and all scans, z1 is the number of times that both voxels v1 and v2 are active, z2 is the number of times that voxel v1 is active but v2 is inactive, z3 is the number of times that voxel v1 is inactive but v2 is active, and z4 is the number of times that both voxels v1 and v2 are inactive. Our Bayesian model for the joint activation of each pair of brain voxels assumes a multinomial likelihood for z1, ..., z4 with corresponding parameters θ1, ..., θ4. By assuming an appropriate prior distribution for the parameters θ1, ..., θ4, we can derive an explicit posterior distribution for θ1, ..., θ4, conditional on the data.

Patel and colleagues [63] developed a measure of functional connectivity that is based on the relative difference between the marginal probability that voxel v1 is active and the probability that voxel v1 is active conditional on elevated activity in voxel v2. Larger differences between these conditional and marginal probabilities reflect voxel pairs exhibiting stronger functional connections. For a pair of functionally connected voxels, Patel et al. [63] also defined a
measure, called *ascendancy*, which determines a hierarchical relationship between the functionally connected voxels. Voxel $v_1$ is ascendant to $v_2$ when the marginal activation probability of $v_1$ is larger than that of $v_2$. The posterior probability distribution derived from the Bayesian hierarchical model yields a measure of the degree of functional connectivity between a voxel pair and the degree of ascendancy of one voxel relative to the other.

**Spatio-temporal modeling**

Our spatial model [22] establishes a unified framework to address objectives for activation studies and provide information on functional connectivity in the brain. The preliminary data-driven cluster analysis defines neural processing clusters with similar patterns of activity, but generally does not quantify or test the degree of association between the intracluster voxels. The cluster-specific model-based estimates of the spatial dependence parameters, $\rho_g$ from model (4), determine the extent of functional connectivity between the voxels within each cluster. In addition, one may conduct classical hypothesis testing (using a Wald or likelihood ratio test) for each neural processing cluster to evaluate the null hypothesis of no functional connectivity between voxels within the cluster versus the one-sided alternative of positive functional connectivity.

**Nonparametric Wavelet-Based Methods**

Correlations between voxels may arise due to neurophysiological influences as well as to background or non-neurophysiological sources, such those induced by the scanner and by image preprocessing. When evaluating the functional connectivity between two brain regions, it is important to account for the background spatial correlation inherent in neuroimaging data. Breakspear and colleagues [64] developed a wavelet-based nonparametric technique for testing the null hypothesis that the correlations between two selected brain regions are typical of the data set and not unique to the regions of interest. This was achieved through spatio-temporal resampling of the data in the wavelet domain. Patel and colleagues [65] extended this work to a 4-D wavelet-based nonparametric approach for determining whether the functional connectivity observed in an experiment is significantly greater than the background correlation. Specifically, they presented a spatio-temporal wavelet packet resampling method that generates surrogate data that preserves only the average background correlation within an axial slice, across axial slices, and through each voxel time series, while excluding the specific correlations due to true functional relationships.

**Extensions Causal Associations**

**Structural Equation Modeling**—For functional neuroimaging data, *effective connectivity* addresses the influence that one neuronal system exerts upon others [66] and how this varies with the experimental context. *Structural equation modeling* (SEM) is a well-established statistical technique that has applications to effective connectivity analyses. SEM focuses on the covariance structure that reflects associations between the variables. Parameter estimation in SEM minimizes differences between the observed covariances and those implied by a path (or structural) model. The parameters of the SEM represent the connection strengths between the brain activity measurements in different regions and correspond to measures of effective connectivity. Applying SEM to PET data corresponding to object and spatial vision tasks, McIntosh and Gonzales-Lima [67] demonstrated the dissociation between ventral and dorsal visual pathways. Grafton et al. [68] used SEM to assess the effect of pallidotomy on effective connectivity in the motor system of Parkinson patients. SEM also has been used to describe changes in effective connectivity associated with memory tasks [69,70]. Several statistical software packages implement SEM including, but not limited to, SAS and SPSS.
Dynamic Causal Modeling—Dynamic causal modeling (DCM) is a general method to estimate effective connectivity from neuroimaging data in a Bayesian framework [71,72]. The aim of DCM is to estimate parameters at the neuronal level such that the modeled BOLD signals are maximally similar to the observed BOLD signals. DCM regards the brain as a deterministic nonlinear dynamic system that receives inputs and that produces outputs [72]. DCM parameterizes effective connectivity in terms of coupling, representing the influence of one brain region on another. DCM attempts to estimate coupling parameters by measuring the responses to perturbations in the specified system [72]. Additional details on DCM may be found in articles by Mechelli and colleagues [73], Penny et al. [74], and Friston [75].

Partial least-squares—Partial Least Squares (PLS) regression generalizes features from principal component analysis (PCA) and multiple regression analysis. PLS regression looks for orthogonal factors (called latent variables) that perform a decomposition of both neural responses \( Y \) and experimental variables (predictors) \( X \) simultaneously, such that these factors explain as much as possible of the covariance between \( X \) and \( Y \). The term 'partial' refers to the computation of the optimal least-squares fit to a part of a correlation or covariance matrix [76], specifically the cross-block correlations between some set of experimental variables and the associated neural responses. PLS measures cross-block correlations and creates a new set of variables optimized for maximum covariance using the fewest possible dimensions [69]. It is ideally suited for data that have highly correlated dependent measures, such as neuroimaging data [77-79].

STATISTICAL PREDICTION TECHNIQUES

FMRI and PET play important roles in defining the neural basis of illness and of risk factors for diseases such as major psychiatric disorders [80,81,82,83]. To increase the translational significance of functional neuroimaging techniques to clinical practice, an important area of research involves methods for predicting disease progression and treatment response. Numerous studies have linked observed neural processing characteristics from fMRI and PET with disease development or with clinical responses to treatment [84,85,86,87,88]. For example, several authors have established associations between treatment response and pre-to post-treatment changes in measured brain activity [89,90,91,92,93,94,95].

The potential clinical insights gained from evaluating both baseline and post-treatment scans are offset in practice due to the unavailability of post-treatment scans at the time that a clinician makes treatment decisions for a particular patient. This pragmatic shortcoming signals the utility of developing a statistical framework to predict treatment-related brain responses, which can then be evaluated along with the baseline scans and a patient’s history to inform clinical decision making. Guo and colleagues [96] proposed a predictive statistical model that uses a patient’s pre-treatment scans, coupled with relevant patient characteristics, to predict the patient’s brain activity following a specified treatment regimen. The predicted post-treatment brain activity maps, along with the observed baseline brain scans, provided a physician with objective and clinically relevant information that he or she may incorporate into the treatment selection process. The predictive model of Guo represents an important first step in attempting to aid treatment decisions by using functional neuroimaging data and provides a foundation upon which future research, including that on predicting clinical symptom responses, can build.

Guo et al. [96] established their predictive framework using a Bayesian hierarchical model constructed on the pre- and post-treatment scans of designated training data. The first level of the hierarchy models within-subject temporal activation effects, while the second level modeled the subject-specific effects in terms of population parameters. The predicted post-treatment maps follow from the conditional probability distribution of the post-treatment maps given the pre-treatment maps. They illustrated their method using PET data from a study of...
working memory in patients with schizophrenia. In this application, they predicted each patient’s distributed patterns of brain activity corresponding to varying working memory load levels, following a 12-week treatment regimen with either risperidone (2-6 mg/day) or olanzapine (10-20 mg/day). The predicted post-treatment maps from the Bayesian hierarchical model were quite accurate when compared to the observed post-treatment maps (Figure 5). To implement the predictive framework in practice, a clinician obtains data from a patient prior to initiating a new treatment and applies the predictive algorithm to the baseline data to predict patterns of post-treatment brain activity under various treatment alternatives. These predicted maps can then contribute to clinical decision-making regarding treatment options. One benefit of the Bayesian framework is that it allows updating of the predictive model after obtaining both pre- and post-treatment scans on more individuals.

SOFTWARE

The massive amounts of data collected in functional neuroimaging studies pose challenges for implementing statistical analyses. Fortunately, substantial advances have been made in the development of software for processing and for statistical analyses of neuroimaging data. Table 1 shows software tools that are helpful for implementing several of the statistical techniques described in this article. Some of the software tools provide essentially comprehensive environments for processing and analyzing functional neuroimaging data, while others are more specialized, implementing very specific analyses. Popular software tools in the neuroimaging community include SPM, which is based on the MATLAB software package developed by MathWorks; Analysis of Functional NeuroImages (AFNI), which is based on the C programming language; and FSL. Numerous other tools exist for implementing statistical analyses of functional neuroimaging data, but we do not attempt to provide an exhaustive list here.

DISCUSSION

Neuroimaging statistics is an emerging area that has helped to foster the widespread use of functional neuroimaging technology for research and clinical applications. Statistics plays a pivotal role in functional neuroimaging research in its interplay with other fields, such as neuroscience and imaging physics. Using probabilistic arguments and modeling techniques, statistics makes valuable contributions concerning methods for the design and conduct of neuroimaging experiments and tools for objectively quantifying and measuring the strength of scientific evidence provided by the data. The massive data structures and complex patterns of correlations pose challenges for many conventional statistical methods. These (and other) complications give rise to the development of new statistical methods and the adaptation of existing approaches for applications to functional neuroimaging data. The advancements in neuroimaging statistical methodologies provide effective means for processing, exploring, analyzing, and visualizing fMRI and PET data.

Applications of functional neuroimaging statistical methods have provided us with a better understanding of the neural basis of cognitions, emotions, behaviors, and the pathophysiology of psychiatric and neurologic disorders. We have developed methods that enable the conduct and analyses of activation studies that attempt to identify brain regions revealing task-related changes in measured activity. In addition, we have developed methods to analyze data from functional connectivity studies that seek to determine which brain regions show similar patterns of activation when performing an experimental task. Statistical prediction for functional neuroimaging data is a nascent area that stands to have important clinical applications. The recent development of predictive models for fMRI and PET data demonstrate the feasibility of providing accurate predictions of brain activity maps following treatment. We ultimately envisage the development of statistical algorithms that use functional neuroimaging markers...
to predict a patient’s clinical response (e.g., depression response) to treatment. Methodology
for statistical prediction based on functional neuroimaging data represents an important area
for future research, and preliminary work in this area provides a promising outlook for the
potential utility of functional neuroimaging data in a clinical setting.
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Figure 1.
Voxel time series from a cocaine addict in the inhibitory control study. The figure depicts the varying brain activity (BOLD responses) across 170 scans (blue) and indicates the onsets of the “stop” cue (red) signaling to the subject to refrain from responding to the “go” cue.
Figure 2.
Schematic illustration indicates two-stage statistical modeling procedure and voxel-specific statistical inferences for activation studies. The first-stage model evaluates the vector of BOLD responses in terms of subject-specific effects. The second-stage model combines the subject-specific effects to estimate the associated group-level or population parameters. Hypothesis testing is performed on a contrast of the group-level effects. Computing the test statistic at each voxel produces a t-statistic map. Highlighted voxels in the activation map are voxels producing statistically significant contrasts.
Figure 3.
Three clusters based on the mean brain activity of cocaine addicts prior to treatment in inhibitory control study. Each cluster contains voxels that exhibit similar patterns of brain activity associated with correct inhibitions of a prepotent response. The orange cluster falls within the left and right superior temporal gyrus, the left insula, and right middle frontal gyrus. The yellow cluster includes voxels within the anterior and posterior cingulate and the precuneus. The red cluster consists primarily of voxels in the posterior cingulate and the precuneus.
Figure 4.
Results based on a probabilistic independent component analysis of a cocaine addict’s fMRI data from the inhibitory control study. This figure depicts (a) a thresholded spatial map for an independent component and (b) the estimated time series associated with this component. Red and blue regions in the spatial map represent voxels with significant positive and negative representations on this component.”
Figure 5.
Predicted (a) and observed (b) post-treatment brain activity (regional cerebral blood flow) measurements for four schizophrenia patients, corresponding to a working memory task. The axial slice shown is 6mm below the anterior commissure. Notable differences exist between the predicted post-treatment distributed patterns of brain activity for these patients, and there is a high degree of concordance between the observed and predicted maps for each patient.
Table 1

<table>
<thead>
<tr>
<th>Statistical Technique</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLM</td>
<td>SPM, FSL, AFNI</td>
</tr>
<tr>
<td>GLMM</td>
<td>MATLAB†</td>
</tr>
<tr>
<td>Spatial Autoregressive Model</td>
<td>MATLAB†</td>
</tr>
<tr>
<td>Clustering</td>
<td>MATLAB, HybridClust††</td>
</tr>
<tr>
<td>ICA</td>
<td>FSL and SPM*</td>
</tr>
<tr>
<td>Functional Connectivity BayesianHierarchical Model</td>
<td>MATLAB††</td>
</tr>
<tr>
<td>DCM</td>
<td>SPM**</td>
</tr>
<tr>
<td>PLS</td>
<td>SPM††</td>
</tr>
<tr>
<td>Prediction</td>
<td>MATLAB††</td>
</tr>
</tbody>
</table>

† Specialized MATLAB functions developed by authors.

†† Set of MATLAB-based functions developed by R. Patel.

* Must have the Group ICA of fMRI Toolbox (GIFT) add-on to SPM.

** Must have the Multivariate Methods for fMRI (MM) toolbox add-on to SPM. Note that this table is not intended to provide a comprehensive list of available software, but instead to provide readers with some direction on how to implement some of the statistical techniques described in this article.