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Abstract

High-resolution Nuclear Magnetic Resonance (NMR) spectroscopy in combination with multivariate statistical methods has been widely used to investigate metabolic fluctuations in biological systems. This study presents three feature selection methods for identifying the metabolite features that contribute to the distinction of spectral samples among varying nutritional conditions in human plasma. Loading vectors of Principal Component Analysis (PCA), the optimal discriminant direction of Fisher discriminant analysis, and index values of the Variable Importance in Projection (VIP) in a Partial Least Square Discriminant Analysis (PLS-DA) were used to calculate the importance of individual metabolite feature in spectra. In addition, an Orthogonal Signal Correction (OSC) filter was used to eliminate unnecessary variations in NMR spectra and its effectiveness was demonstrated through PCA and kernel PCA. For the evaluation of presented feature selection methods, we compared the ability of classification based on the metabolite features selected by each method. The results have shown that the best classification was achieved using VIP values from an OSC-PLS-DA model.
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1 Introduction

Development of advanced sensing technology has multiplied the sheer volume of spectral data, which is one of the most common types of data in many research fields to which multivariate statistical methods are applied. Examples of spectral data include Near-Infrared (NIR), Mass Spectroscopy (MS), and Nuclear Magnetic Resonance (NMR) spectroscopy. These spectral data increasingly are being used to determine concentrations of samples and to infer other useful properties as a means to uncover patterns inherent in information-rich data (Sun, 1997; Qin, 2003).

Metabolomics approaches that use NMR spectroscopy have been used to characterise metabolic variations in response to physiological alteration, disease states, genetic modification, and nutrition intake (Nicholson et al., 1999, 2002). NMR spectroscopy is efficient and cost effective because the analysis is either noninvasive or minimally invasive and requires little sample preparation (Lindon, 2004). The metabolic spectrum from high-resolution NMR spectroscopy usually involves tens of thousands of metabolite features whose intensity values are generated by the resonance of molecules in the sample. Often one wishes to compare a set of spectra from different subjects, conditions, or time points. Such combinations of multiple samples, each with tens of thousands of features, lead to a huge number of data points and a situation that poses a great challenge to analytical capabilities.

A variety of multivariate statistical methods have been introduced to reduce the complexity of metabolic spectra and thus, help identify meaningful patterns in high-resolution NMR spectra (Holmes and Antti, 2002; Lindon et al., 2001). In general, multivariate statistical methods in metabolomics can be divided into two categories, unsupervised and supervised. Principal Components Analysis (PCA) and clustering analysis are examples of unsupervised methods that have been widely used to facilitate the extraction of implicit patterns and elicit the natural groupings of the spectral dataset without prior information about the sample class (Jensen et al., 2004; Beckonert et al., 2003; Solanky et al., 2003). Supervised methods have been applied to classify metabolic profiles according to their various conditions (e.g., time, disease-induced stress, toxic stress, nutritional intake, etc.) (Wang et al., 2004; Beckonert et al., 2003; Holmes et al., 2001; Bathen et al., 2000). The widely used supervised methods in metabolomics include Partial Least Square (PLS) methods, k-nearest neighbours, neural networks, and Fisher discrimination analysis. A comprehensive summary of multivariate statistical methods in metabolomics can be found in Holmes and Antti (2002) and Lindon et al. (2001).

In NMR spectra the number of metabolite features present usually greatly exceeds the number of samples, which leads to ill-posed problems. Resolving this difficulty requires an efficient method that can reduce the high dimensionality present to fewer characteristic dimensions that retain most of information of the original data. Although supervised and unsupervised methods have been successfully used for descriptive and predictive analyses in metabolomics, relatively few attempts have been made to identify the metabolite features that play an important role in discriminating between spectra among experimental conditions. The widely used methods include PCA (Goodarcre et al., 2003; Wang et al., 2003) and PLS (Tapp et al., 2003) that provide transformed variables and generally, the first few transformed variables are sufficient to account for the majority variations (e.g., PCA) or
to maximise separability (e.g., PLS) of the entire data. However, extracting meaningful information of original metabolite features from these transformed variables is complicated because these are linear combinations of a large number of original features. Furthermore, selected variables from PCA may not always produce maximum discrimination between classes because PCA does not take into account the class information. Recently, a two-stage genetic programming was introduced for feature selection in metabolomics (Davis et al., 2006). This method obviously compensates for the interpretation problems in PCA and PLS and identifies individual metabolite features necessary for classification. However, genetic programming often involves many parameters that may prevent us from obtaining robust results.

This study presents three feature selection approaches that overcome limitation posed by the transformed variables in PCA and PLS. Three approaches can be categorised into unsupervised, supervised, and a mix of unsupervised and supervised. First, we present the PCA loading method as an unsupervised approach. PCA loadings can be obtained by decomposing transformed variables into components (i.e., loadings) that reflect the contribution of each individual feature. This is a purely unsupervised approach because the process of feature selection is performed without using designated labels of samples. Second, we present an approach that combines unsupervised and supervised feature selection processes. Fisher Discrimination Analysis (FDA) is applied in a reduced dimensional space obtained from PCA. The derived weight vectors obtained through FDA characterise an optimal discriminant direction and the components in weight vectors determine important features for classification. Finally, we use the Variable Importance in Projection (VIP) values from Partial Least Square Discriminant Analysis (PLS-DA) that describes a quantitative estimation of the discriminatory power of each individual feature. This method uses class labels of sample and identifies important individual features that maximise an ability of classification, thus it is a supervised approach. Although the concept of PCA loadings, FDA weight vectors, and PLS-DA VIP values was already introduced in multivariate statistical analysis, their application to metabolomics is still premature. In particular, our study conducts a comparison study of three approaches through real NMR spectra to demonstrate the potential problem of using unsupervised feature selection approaches, widely used in metabolomics.

In addition, we examine the feasibility of using the Orthogonal Signal Correction (OSC) technique along with feature selection to determine whether classification and visualisation could be improved. OSC is a preprocessing technique that removes unwanted spectral variations of data that do not contribute to prediction or classification (Wold et al., 1998). The presented feature selection methods and OSC technique are illustrated using real NMR spectra in which the analytical objective is to identify the metabolite features that characterise metabolic patterns in response to Sulfur Amino Acids (SAA) intake in human plasma. SAA are highly variable in human food, and deficiency and excess are both risks. They are required for physiologic processes in addition to their role in the maintenance of protein synthesis and nitrogen balance.

The remainder of this paper is organised as follows. Section 2 briefly describes the background of PCA, PLS, and OSC necessary for understanding the feature selection approaches presented in Section 3. Section 3 gives detailed descriptions of feature selection approaches. Section 4 describes the experimental data and preprocessing procedures. Section 5 presents the results of the analysis. Finally, Section 6 contains the concluding remarks.
2 Background

2.1 Principal Component Analysis (PCA)

PCA is one of the most frequently used multivariate techniques for dimension reduction. It defines lower-dimensional subspaces that capture as much variation of data matrix $X$ ($n \times N$) as possible, where $n$ and $N$ denote the number of samples and features, respectively (Johnson and Wichern, 2002). Mathematically, PCA relies on an eigenvector decomposition of the covariance matrix of $X$, $\text{cov}(X) = X^T X / (n - 1)$. If only the first $A$ ($A < N$) dimension of scores is needed, PCA decomposes $X$ into the sum of the outer products of score vectors (or principal components) $t_i$ and loading vectors $p_i$ plus a residual matrix $E$.

$$X = t_1 p_1^T + t_2 p_2^T + \ldots + t_A p_A^T + E = TP^T + E.$$  \hspace{1cm} (1)

Here loading vectors $p_i$ obtained from the eigenvectors of the covariance of $X$ account for the contribution of individual features in each principal component dimension (Qin, 2003). The obtained Principal Components (PCs) are uncorrelated with each other, and in general, the first few PCs suffice to characterise the patterns of the spectra.

2.2 Partial Least Squares (PLS)

PLS is a multivariate projection method for modelling a relationship between independent variables $X$ and dependent variable(s) $Y$. PLS has been used in various disciplines such as chemistry, economics, medicine, psychology, and pharmaceutical science where both the independent and dependent variables are available (Blanco et al., 2000; Shao et al., 2004; Kourtis, 2005). PLS seeks to find a set of latent features that maximises the covariance between $X$ ($n \times N$) and $Y$ ($n \times M$). It decomposes $X$ and $Y$ into the following forms (Hoskuldsson, 1988):

$$X = TP^T + E,$$  \hspace{1cm} (2)

$$Y = UQ^T + F,$$  \hspace{1cm} (3)

where $T$ and $U$ are ($n \times A$) matrices of the extracted $A$ score vectors, $P$ ($N \times A$) and $Q$ ($M \times A$) loading matrices, and $E$ ($n \times N$) and $F$ ($n \times M$) residual matrices. The PLS method searches for weight vectors $w$ and $c$ that maximises the sample covariance between $t$ and $u$. By regressing $X$ ($Y$) on $t$ ($u$), a loading vector $p$ ($q$) can be computed as follows:

$$p = (t^T t)^{-1} X^T t,$$  \hspace{1cm} (4)

$$q = (u^T u)^{-1} Y^T u.$$  \hspace{1cm} (5)

Then, the PLS regression model can be expressed as $Y = XB + G$, where $B$ and $G$ represent regression coefficients and a residual matrix, respectively.

2.3 Orthogonal Signal Correction (OSC)

OSC is a preprocessing technique for removing undesirable systematic variation in data. It was first developed in Wold et al. (1998) to remove systematic variation from the predictor $X$ that is orthogonal (or unrelated) to the response $Y$. The largest variation of $X$ having zero correlation with $Y$ is selectively removed from $X$. The first step of OSC is to calculate the
first PC score vector $t$ from $X$. The score vector $t$ is then orthogonalised with respect to $Y$, producing the following actual correction vector $t^*$:

$$t^* = \{I - (Y^TY)^{-1}Y^T\}t. \quad (6)$$

Then PLS weight vector $w$ is computed such that $Xw = t^*$, followed by the calculation of a new score vector, $t = Xw$. These processes are repeated until $t$ has converged. Finally, a loading vector, $p$, is computed, and the correction term $tp^T$ is subtracted from $X$ giving a residual. The next components can be calculated in such a way. Since the introduction of OSC by Wold et al. (1998), several modified OSC algorithms have been reported (Sjoblom et al., 1998; Fearn, 2000; Westerhuis et al., 2001). In the present study we used a direct orthogonal signal correction algorithm and implemented using MATLAB codes available from Westerhuis et al. (2001). It should be noted that there is a risk of overfitting when too many OSC components are used. In this paper we used two OSC components because previous studies (Wold et al., 1998; Westerhuis et al., 2001) and our own analysis from cross validation indicated that one or two OSC components are sufficient.

3 Feature selection approaches

3.1 PCA loading

Each individual feature does not have the same degree of importance in defining a PCA model. In general, PC, $t_i$ is the linear combination of the original features weighted by PCA loading coefficients:

$$t_i = x_1p_{i1} + x_2p_{i2} + \ldots + x_Np_{iN} = Xp_i, \quad i=1,2,\ldots,A. \quad (7)$$

The PCA loading coefficients represent the importance of each individual feature in a reduced dimension. For example, $p_{i2}$ indicates the degree of importance of the second original feature in the $i$th PC dimension. In general, two-dimensional loading plots (e.g., $p_1$–$p_2$ loading plot) provide useful information to identify important features in the first and second PC dimensions. However, such a use of PCA loading coefficients for feature selection can be extended into A PC of interest. A PCA loading-based feature selection index for the $j$th original feature $F_{SI}^{PCA}$ is given by

$$F_{SI}^{PCA} = \sum_{i=1}^{A}|p_{ij}|EV_i, \quad j=1,2,\ldots,N. \quad (8)$$

where $N$ is the total number of metabolite features and $EV_i$ represents the proportion of total variance explained by the $i$th PC.

3.2 FDA weights

FDA is a widely used technique for achieving optimal dimension reduction in classification. FDA provides an efficient lower-dimensional representation of $X$ for discrimination among groups of data (Chiang et al., 2000). In other words, FDA uses the dependent variable to seek directions that are optimal for discrimination. This process is achieved by maximising the between-group-scatter matrix $S_b$ (see equation (9)) while minimising the within-group-scatter matrix $S_w$ (see equation (9)) (Yang et al., 2004). Thus, FDA finds optimal discriminant weight vectors $\varphi$ by maximising the following Fisher criterion:
It can be shown that this maximisation problem can be reduced to a generalised eigenvalue problem: \( S_b \phi = \lambda S_w \phi \) (Yang et al., 2004). The main idea of using FDA for feature selection is to use its weight vector (i.e., \( \phi = [\phi_1, \phi_2, \ldots, \phi_N]^T \)). It has been known that feature selection by FDA may encounter computational difficulty due to the singularity of the scatter matrix when the number of samples is smaller than the number of features (Chen et al., 2000). To address this problem, PCA was applied to reduce the number of features, and resulting PC are used as the input features of an FDA classifier. Thus, an FDA weight-based feature selection index for the \( j \)th original feature \( FSI_{j}^{FDA} \) is given by

\[
FSI_{j}^{FDA} = \sum_{i=1}^{A} (w_{ij}^2) \phi_i, \quad j=1, 2, \ldots, N. \quad (10)
\]

### 3.3 VIP in PLS-DA

PLS-DA is a special form of PLS for a classification purpose, which explains maximum separation between defined classes of samples. PLS-DA is performed by a PLS regression against a dummy matrix \( Y \) that indicates class membership (Barker and Rayens, 2003). Each sample is assigned a value of 1 or 0 depending on whether or not it belongs to a specific class. The statistical information obtained from this PLS-DA model can be used to determine which features of \( X \) are important in determining class membership of \( Y \) (Musumarr et al., 2004). For this purpose a VIP-based feature selection index for the \( j \)th original feature, \( FSI_{j}^{VIP} \) is computed as

\[
FSI_{j}^{VIP} = \sum_{i=1}^{A} w_{ij}^2 \frac{RSS_i}{RSS_T}, \quad j=1, 2, \ldots, N, \quad (11)
\]

where \( w_{ij} \) is a PLS-DA weight, \( RSS_i \) a percentage of the explained residual sum of squares, and \( RSS_T \) a total percentage of the explained residual sum of squares (Kourti and MacGregor, 1996).

### 4 Experimental data

#### 4.1 Sample collection

We used plasma samples obtained from four healthy subjects under controlled metabolic conditions in the Emory General Clinical Research Center (GCRC). The subjects signed an informed consent approved by the Emory Institutional Review Board and were screened prior to admission with a physician-performed medical history and physical examination, plasma chemistry profile, complete blood count and urinalysis. During the 12-day GCRC admission, the subjects consumed defined diets at standardised intervals. For the first two days (equilibration), the subjects consumed a balanced meal plan with foods selected to ensure adequate energy, protein and SAA intake (SAA at 19 mg/kg/day). After this phase, subjects were placed on constant semi-purified diets designed to alter SAA intake. The diets provided adequate energy and amino acid nitrogen to meet estimated maintenance needs of individual subjects. The semi-purified diet was provided in the form of cookies and
beverages containing L-amino acids, sherbert, corn oil, butter, sugar, and corn starch prepared in the GCRC metabolic kitchen. Daily micronutrient needs were provided in the form of standardised oral doses of multivitamin-mineral supplements, choline, sodium chloride, potassium, and magnesium. The L-amino acid component of the diet was altered to provide zero sulphur amino acids during the initial five days and 117 mg/kg/day during the latter five days of the GCRC stay. Blood was drawn serially 34 times from four subjects over 10 days and proton (1H)-NMR spectra were obtained by a Varian INOVA 600 MHz instrument, which is a high-resolution nuclear NMR spectrometer and used to obtain NMR spectra from blood samples taken serially. During the first 17 time points, blood was collected from subjects consuming zero SAA and 117 mg/kg/day SAA during the latter 17 time points. Figure 1 shows the data structure used for the analysis.

4.2 Preprocessing of NMR spectra

Spectral data generated by 1H-NMR spectroscopy require preprocessing steps prior to the subsequent analyses in order to ensure the comparability of multiple spectra. Generally, preprocessing includes phase and baseline corrections, spectra alignment, elimination of redundant regions, and normalisation. Phase and baseline corrections were done using NUTS software (Acorn NMR Inc., Livermore, CA). Variations in spectra caused by concentration, pH, and temperature affect the spectra alignment and thus can interfere with direct comparison between samples. We used a beam search algorithm (Lee and Woodruff, 2004), which determines the best alignment between the spectra by maximising their correlation. Further, redundant regions (e.g., water and the regions containing no metabolite signals) were removed.

A spectrum after removal of the redundant regions is shown in Figure 2(a). Finally, a spectrum was segmented into 0.01 ppm chemical shift bins. The NMR spectrum was reduced to 574 regions (i.e., bins) of equal width (0.01 ppm). The spectral area within bin was integrated using MATLAB (MathWork Inc., Natick, MA). The reduced (binned) spectrum is displayed in Figure 2(b), showing that it retains most of the spectral information contained in the original spectrum.

5 Results

5.1 Effect of OSC

Before undertaking the feature selection process, OSC was performed to improve the separability of the two different dietary phases (zero SAA and supplemented SAA) by removing unwanted variation that does not contribute to discrimination. Figure 3(a) shows PCA score plots from the NMR spectra not processed by OSC. The PC1 and PC2 components, respectively, in Figure 3(a) explained 68.1% and 14.1% of the total variation of X.

Figure 3(b) and (c) show PCA and kernel PCA (KPCA) score plots obtained from OSC-processed spectra. We attempt to use KPCA, expecting that visualisation is improved by dealing with the nonlinear characteristics of spectra. The basic idea of KPCA is to first map input data into a nonlinear feature space F and then to extract PC in that feature space. Replacing canonical dot products in F by a kernel function (e.g., Gaussian, polynomial, and sigmoid functions) eliminates the need to execute nonlinear mappings and dot products in F (Cortes and Vapnik, 1995). To our best knowledge, this is the first work that attempts to adopt KPCA in metabolomics.

The two-dimensional score plots of PCA and KPCA using the OSC processed data clearly show better separation between the zero-SAA phase and the SAA-supplemented phase (Figure 3(b) and (c)) compared with the results without OSC (Figure 3(a)). In OSC-KPCA, a
Gaussian kernel \( k(x, y) = \exp(-||x - y||^2/c) \) was chosen with \( c = 6 \) because it yielded better separation between the two dietary phases than other kernel functions and parameter values. The use of the kernel function is to represent the nonlinearity of the NMR data and to find out the separation between the two dietary phases in reduced score spaces. The OSC-KPCA score plot seems to provide slightly better separation than OSC-PCA. Overall, clearer separation between the two dietary phases was achieved in linear (OSC-PCA) and nonlinear (OSC-KPCA) PC reduced spaces processed by OSC. This most likely leads to less misclassification rate in classification models discussed in later section. The PCA, OSC-PCA, and OSC-KPCA models give an overall impression of how well the different classes can be separated. The subsequent classification analysis of the NMR spectral data was performed with the two dietary phases. Original features and PCs were used for calculating classification results based on the \( k \)-Nearest Neighbour (\( k \)-NN) method. The experimental data were split into four groups corresponding to four individuals; each group includes 17 spectra obtained during the zero-SAA phase and 17 samples obtained during the supplemented-SAA phase. Three groups of the samples were used for training, and the one remaining group was kept aside as testing data. This process was repeated three times more to obtain an overall misclassification rate.

The classification results from the four different sets of testing were averaged (Table 1). The best classification was achieved using OSC-PCA and OSC-KPCA, both of which yielded a zero misclassification rate in both the training and testing samples. On the other hand, the two classification methods not processed by OSC produced relatively less accurate classification results. In \( k \)-NN, different values of neighbourhood parameters \( k \) were examined to determine which has the lowest misclassification rate (minimum error at \( k = 4 \)). In addition, two PLS-DA models are built to investigate the OSC filtering effect, the results of which are shown in Table 2. It turned out that the “OSC-processed PLS-DA” model has better predictive power (i.e., discriminative, in this case) than the ‘PLS-DA’ model: 0.886 vs. 0.225. Such an improvement in discrimination can be also shown in score plots of the two PLS-DA models (Figure 4). The “OSC-processed PLS-DA” (Figure 4(b)) shows two distinct clusters that represent a well-defined discrimination of the two classes of dietary SAA intake.

5.2 Feature selection and evaluation

The three feature selection approaches described in Section 3 were performed to find important metabolite features that contribute to the discrimination between the zero-SAA phase and the supplemented-SAA phase. For feature selection we used OSC-processed spectra because they gave a well-defined discrimination of the NMR spectra with two distinct classes. PCA loading values (\( F_{SPI}^{PCA} \) for \( j = 1, \ldots, N \)), FDA weights (\( F_{SPI}^{FDA} \) for \( j = 1, \ldots, N \)), PLS-DA VIP scores (\( F_{SPI}^{VIP} \) for \( j = 1, \ldots, N \)) for individual metabolite features were obtained using equations (8), (10) and (11), respectively and they are plotted against chemical shifts (Figure 5). To calculate PCA loading values, we used seven PCs, which explain 96.5% of total variation of the entire data.

The calculation of \( F_{SPI}^{VIP} \) allows us to rank each of the 574 individual features according to its contribution to the capability to discriminate different classes of the experimental data. A total of 269 metabolite features with large VIP values (i.e., \( VIP > 1 \)) were selected (see Figure 5(c)). The features with \( VIP > 1 \) were considered to be important because the squared sum of all VIP values is equal to the number feature and thus, the average VIP would be equal to 1 (Umetrics, 2005).
To ensure the comparability of the three feature selection methods, the same number of features was selected for both the PCA loading approach and the FDA weight approach. The threshold values to determine important features were 0.03332 for the PCA loading method (see Figure 5(a)) and $3.08 \times 10^{-4}$ for the FDA weight method (see Figure 5(b)). It can be seen that the similar metabolite features were selected from the PCA loading and FDA weight approaches because both approaches adopted an unsupervised manner. PLS-DA VIP that uses a supervised feature selection process identified a different set of metabolite features compared to other two approaches. More specifically, most of metabolite features between 0.53 ppm and 2.53 ppm were selected as significant from PLS-DA VIP, while this was not the case in PCA loading and FDA weight. Furthermore, it is interesting to note that the PCA loading and FDA weight approaches identified all the metabolite features between 6.8 ppm and 7.8 ppm as significant, while none of them were selected as important from the PLS-DA VIP approach.

To evaluate a set of metabolite features selected by three feature selection approaches, classification models were developed with those features. The $k$-NN models with $k = 4$ were developed with the experimental data. As before, the experimental data were split into four groups corresponding to the four individuals. Three individuals were used for training the models, and the one remaining individual was used for testing. This process was repeated three more times to obtain the cross-validated error rate (misclassification rate). Misclassification rates from three approaches were summarised in Table 3. The best classification was achieved using the VIP values of the PLS-DA model: Average misclassification rates are 0% in the training data and 0.7% in the testing data. This result implies that an unguarded use of unsupervised feature selection approaches may mislead features selection results.

6 Conclusions

Systematic application of the features selection approaches to metabolomics can provide a basis for simultaneous determinations of multiple nutritional endpoints and the modelling and analysis using individual features in complex high-resolution NMR spectra.

We have presented three feature selection approaches (PCA loadings, FDA weight vectors, and PLS VIP values) for high-resolution NMR spectra to identify informative metabolite features in human plasma that characterise metabolic perturbations induced by dietary SAA intake. These approaches can offer advantages over conventional PCA and PLS techniques because they take into account the decomposition of transformed variables that provide a clear interpretation with respect to the original metabolite features. Furthermore, the effect of using OSC as a preprocessing step has been illustrated in the PCA and the KPCA score plots by showing significant improvement in the separation of samples. This led to more accurate classification results. The overall result has shown that the better classification was achieved using VIP values from an OSC-processed PLS-DA model than other two approaches using unsupervised manners. This result implies that a mere use of unsupervised features approaches in labeled data, widely used in metabolomics for feature selection, lead to the potential problems. We hope that the approaches and comparison results presented in this paper stimulate further investigation in the development of better analytic approaches for feature selection in metabolomics.
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Figure 1.
A schematic diagram of data structure used in the experimental study
Figure 2.
\(^1\text{H} \) NMR spectral data for (a) original (number of metabolite features = 8,445) and (b) reduced (binned) spectrum (number of metabolite features = 574)
Figure 3.
Score plots obtained from (a) PCA; (b) OSC-processed PCA and (c) OSC-processed KPCA
Figure 4.
Score plots for (a) PLS-DA and (b) OSC-processed PLS-DA models
Figure 5.
Feature selection results based on (a) OSC-PCA loading; (b) SC-PCA loading with FDA weights and (c) VIP of OSC-PLS-DA
Table 1
Comparison of misclassification rates (%) of $k$-NN using original features, PC scores, OSC-PCA PC scores, and OSC-KPCA PC scores

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Zero SAA</td>
<td>SAA supplement</td>
</tr>
<tr>
<td><strong>k = 3</strong></td>
<td>19.1 (574 features)</td>
<td>10.3 (119)</td>
</tr>
<tr>
<td><strong>k = 4</strong></td>
<td>9.3</td>
<td>6.9</td>
</tr>
<tr>
<td><strong>k = 5</strong></td>
<td>28.4</td>
<td>19.1</td>
</tr>
<tr>
<td></td>
<td>16.2</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
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Table 2

The performance of PLS-DA models with/without OSC preprocessing

<table>
<thead>
<tr>
<th>A</th>
<th>PLS-DA</th>
<th>OSC-processed PLS-DA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R^2 X (cum)*</td>
<td>R^2 Y (cum)*</td>
</tr>
<tr>
<td>1</td>
<td>0.580</td>
<td>0.130</td>
</tr>
<tr>
<td>2</td>
<td>0.830</td>
<td>0.240</td>
</tr>
</tbody>
</table>

* indicates the number of latent components retained in PLS-DA models.

R^2 X (cum) and R^2 Y (cum) is a cumulative sum of the squares of X and Y explained, respectively, and Q^2 (cum) represents a cumulative fraction of the total variance of Y predicted by extracted components.
### Table 3
Comparison of misclassification rates (%) using a set of metabolite features selected by OSC-PCA loading, OSC-PCA loading with FDA weights, and VIP of OSC-PLS-DA

<table>
<thead>
<tr>
<th></th>
<th>OSC-PCA loading</th>
<th>OSC-PCA loading with FDA weights</th>
<th>VIP of OSC-PLS-DA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zero SAA</td>
<td>1.5</td>
<td>1.5</td>
<td>0.0</td>
</tr>
<tr>
<td>SAA supplement</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Total</td>
<td>0.7</td>
<td>0.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zero SAA</td>
<td>2.9</td>
<td>2.9</td>
<td>1.5</td>
</tr>
<tr>
<td>SAA supplement</td>
<td>4.4</td>
<td>4.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Total</td>
<td>3.7</td>
<td>3.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>