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Abstract

Despite considerable work, the neural basis of perceptual learning remains uncertain. For visual learning, although some studies suggested that changes in early sensory representations are responsible, other studies point to decision-level reweighting of perceptual readout. These competing possibilities have not been examined in other sensory systems, investigating which could help resolve the issue. Here we report a study of human tactile microspatial learning in which participants achieved >six-fold decline in acuity threshold after multiple training sessions. Functional magnetic resonance imaging was carried out during performance of the tactile microspatial task and a control, tactile temporal task. Effective connectivity between relevant brain regions was estimated using multivariate, autoregressive models of hidden neuronal variables obtained by deconvolution of the hemodynamic response. Training-specific increases in task-selective activation assessed using the task-by-session interaction, and associated changes in effective connectivity, primarily involved subcortical and anterior neocortical regions implicated in motor and/or decision processes, rather than somatosensory cortical regions. A control group of participants tested twice, without intervening training, exhibited neither threshold improvement nor increases in task-selective activation. Our observations argue that neuroplasticity mediating perceptual learning occurs at the stage of perceptual readout by decision networks. This is consonant with the growing shift away from strictly modular conceptualization of the brain towards the idea that complex network interactions underlie even simple tasks. The convergence of our findings on tactile learning with recent studies of visual learning reconciles earlier discrepancies in the literature on perceptual learning.

INTRODUCTION

Although perceptual learning has been studied for over a century, its neural basis remains contentious. Early studies found visual learning effects to be highly specific for stimulus features like element orientation, retinal location and spatial frequency (Ramachandran and Braddick, 1973; Ramachandran, 1976; Fiorentini and Berardi, 1980), leading to the idea that the underlying neural changes occur in primary visual cortex (V1). This is supported by neurophysiological (Gilbert et al., 2009; Bao et al., 2010) and functional magnetic resonance
imaging (fMRI) studies (Schwartz et al., 2002; Furmanski et al., 2004; Yotsumoto et al., 2008; Jehee et al., 2012). However, others emphasized changes in higher-order visual areas (Yang and Maunsell, 2004; Raiguel et al., 2006). The specificity of visual learning can be eliminated by training at another retinal location on a different task (Xiao et al., 2008), or mere exposure to a different orientation (Zhang et al., 2010). Further, evidence from psychophysical, neurophysiological and modeling studies favors an alternative hypothesis that the relevant neural changes involve later, decision-level reweighting of perceptual readout, rather than earlier stages of stimulus representation (Petrov et al., 2005; Law and Gold, 2008; Bejjanki et al., 2011; Huang et al., 2012).

Tactile learning has been less intensively studied, albeit for a longer time, beginning with Volkmann in the 19th century (Gibson, 1969). Many studies demonstrated transfer of learning effects between fingers in various tactile tasks (Recanzone et al., 1992a; Nagarajan et al., 1998; Spengler et al., 1997; Sathian and Zangaladze, 1997, 1998; Offe et al., 2000; Kaas et al., 2013). These findings fit with perceptual reweighting. However, sensory representational plasticity in tactile learning is favored by the report of a topographic gradient of transfer (Harris et al., 2001) and by neurophysiological observations in somatosensory cortex (Harris et al., 1999; Recanzone et al., 1992d).

As this brief survey indicates, the neural underpinnings of perceptual learning remain uncertain. We therefore conducted an fMRI study of human tactile learning, using a tactile microspatial task employed previously (Offe et al., 2000; Stilla et al., 2007, 2008). Tactile acuity measured on this task correlated with the magnitude of activity in a posterior parietal cortical focus and the weights of paths into this focus from somatosensory cortex and the frontal eye field (FEF), suggesting interaction between sensory input and an attentional signal (Stilla et al., 2007). The parietal focus probably corresponds to the caudal intraparietal area (CIP) (Shikata et al., 2008), and its role in the acuity task is compatible with a decision-level process, as for the neighboring lateral intraparietal area (LIP) (Sugrue et al., 2005; Law and Gold, 2008). In a similar hyperacuity task, variation in the psychophysical threshold between fingers correlated with the size of the finger’s cortical representation (Duncan and Boynton, 2007). We sought here to distinguish between two hypotheses: according to the sensory representation hypothesis, learning-related activation and connectivity changes should predominantly involve somatosensory cortex, whereas the perceptual readout hypothesis favors changes involving regions related to decision processes, e.g. premotor (Romo and de Lafuente, 2012) or posterior parietal cortex.

MATERIALS AND METHODS

Participants

A total of eighteen neurologically normal, right-handed volunteers participated. Ten of them (6 female, 4 male, mean age 21.9 years) constituted the experimental group; the control group comprised the other eight (4 female, 4 male, mean age 20.1 years). Handedness was assessed by the high-validity subset of the Edinburgh handedness inventory (Raczkowski et al., 1974). All procedures were approved by the Institutional Review Board of Emory University.

Stimuli and tasks

The stimuli, stimulator, stimulation procedure and tasks have been described in earlier reports (Stilla et al., 2007, 2008). Briefly, the stimulus was a linear three-dot array oriented along the long axis of the fingerpad, applied to the immobilized finger with constant contact force, using a computer-controlled pneumatic stimulator that was MRI-compatible (Figure 1a). The duration and sequence of stimulation were controlled with Presentation software.
(Neurobehavioral Systems, Albany, CA), which also recorded responses. In the experimental stimulus array, the central dot was offset to the left or right by 0.03-1.94 mm (Figure 1b). The actual offset values (mm), as measured under a dissecting microscope, were: 1.94, 1.49, 1.19, 1.04, 0.8, 0.6, 0.5, 0.42, 0.3, 0.09, 0.06 and 0.03. The array was applied to the fingerpad for 1 s, and participants were asked to determine whether the offset was to the left or right. Psychophysical thresholds were expressed in terms of the offset corresponding to 75% correct spatial discrimination, by linear interpolation between values spanning this threshold, or when applicable, as the stimulus offset value yielding 75% correct accuracy. In the control task, the central dot of the stimulus array was not offset (Figure 1c) and stimulus duration was varied from 0.7-1.3 s. Pairs of durations (mean 1 s), differing by 0.2, 0.3, 0.4 or 0.6 s were used (the corresponding duration-pairs (s) were thus 1.1 / .9; 1.15 / .85; 1.2 / .8; and 1.3 / 0.7. Participants indicated whether the contact duration was long or short. Participants were never allowed to see the stimuli, and kept their eyes closed during stimulation.

Two fMRI scan sessions were completed by all participants. Prior to each scan session, participants’ psychophysical thresholds were assessed using the method of constant stimuli, in 20-trial blocks beginning with the largest offset and proceeding through successively smaller offsets until accuracy fell below 75% correct. For the experimental (spatial) task, the acuity threshold was determined, and an offset value was selected for use during scanning with the goal of achieving close to 90% accuracy (i.e., supra-threshold but below ceiling). Note that the offset value was lower in the final than the initial session, due to perceptual learning; thus, scans were conducted with matched performance. For the control (temporal) task, a similar procedure was used to select a duration-pair that would yield ~90% accuracy. Values of offset and duration-pairs used during scanning are given in Table 1 for each participant. Scanning was performed immediately after determination of the initial and final thresholds. No feedback regarding response accuracy was provided during pre-scan threshold testing or during scanning.

Participants in the experimental group were trained on the spatial discrimination task for a number of sessions following the initial scan session. Training began on the next weekday after the initial scan. Feedback on accuracy was provided verbally after each training trial. As during threshold testing, trials were presented in blocks of 20, with the offset value constant within a block, and adjusted up or down based on performance. Stimuli bearing different offsets were interchanged manually by an experimenter, out of participants’ sight. Sessions lasted approximately an hour, with successive sessions on separate days, typically consecutive except for weekends or when occasional scheduling conflicts intervened. The number of blocks per session varied somewhat across sessions and participants, the mean (± SEM) being 13.9 (± 0.7). Training continued until performance plateaued, i.e., the threshold was stable across 2-3 sessions. The threshold was taken to plateau if successive computed thresholds were identical (after rounding to the nearest one-hundredth of a millimeter) or if the difference between successive thresholds was ±0.1 mm. This was usually achieved after 2 consecutive sessions. For two subjects, these nearly identical thresholds were separated by an intervening day when the threshold climbed by >0.1 mm. In the case of one subject, a third session was run that in retrospect was unnecessary as a stable threshold had already been attained. The final threshold determination and final scan were conducted on the next weekday after the last training day. Four additional participants were dropped; three because they failed to attain a mean accuracy of at least 60% correct on both tasks in the initial scan session and the fourth because of failure to attain a stable threshold despite 23 sessions of training. No data from these participants was used. The control group was not trained between scan sessions.
**Functional imaging**

As described previously (Stilla et al., 2007, 2008), participants lay supine in the scanner. The extended, supinated right arm was comfortably supported by foam padding, which also minimized transfer of gradient coil vibration. Headphones conveyed auditory cues and protected hearing. Participants held a two-button fiber-optic response box in the left hand, and used the second or third digit to respond “right” or “left” during the experimental task, or “long” or “short” during the control task.

A block design paradigm was utilized in which each functional run contained twelve stimulation blocks of 24 s (six of each condition) in pseudorandom order, with each stimulation block comprising eight (3 s) trials. Thus, there were 48 trials of each condition per run. Each run began and ended with an 18-s rest period, and 18-s rest intervals separated stimulation blocks. Verbal cues immediately prior to active and rest blocks instructed participants which block type followed. Four participants in the experimental group completed 2 runs per fMRI session, while the remaining 6 completed 4 runs in each session (32 runs total). The 8-participant control group completed 4 runs per session (32 runs total). Thus the total number of runs was balanced across groups while the numbers of participants in each group were similar. Further, each participant completed the same number of runs in both initial and final sessions.

MR scans were performed on a 3 Tesla Siemens Trio whole body scanner (Siemens Medical Solutions, Malvern, PA), using a transmit/receive quadrature headcoil. T2*-weighted functional images were acquired using a single-shot gradient-recalled echoplanar imaging (EPI) sequence with blood oxygenation level-dependent (BOLD) contrast. Twenty-one contiguous, axial slices of 5 mm thickness were acquired using the following parameters: repetition time (TR) 1500 ms, echo time (TE) 30 ms, field of view (FOV) 220 mm, flip angle (FA) 70 degrees, in-plane resolution 3.4×3.4 mm, in-plane matrix 64×64. High-resolution anatomic images were acquired using a 3D-MPRAGE sequence (TR 2300 ms, TE 3.9 ms, inversion time 1100 ms, FA 8 degrees) consisting of 176 sagittal slices of 1 mm thickness (FOV 256 mm, in-plane resolution 1×1 mm, in-plane matrix 256×256).

**Image processing and analysis**

Image processing and analysis was performed using BrainVoyager QX v 1.6.3 (Brain Innovation, Maastricht, Netherlands). Each subject’s functional runs were real-time motion corrected utilizing Siemens 3D-PACE (prospective acquisition motion correction). Functional images were preprocessed utilizing sinc interpolation for slice scan time correction, trilinear-sinc interpolation for intra-session alignment of functional volumes, and high-pass temporal filtering of 3 cycles/run to remove low frequency drifts in the data. The hemodynamic response function (HRF) was modeled using the default option in BrainVoyager, comprising a dual gamma function, one for the response (time to peak 5s) and one for the undershoot (time to peak 15s), with a response undershoot ratio of 6. This HRF was convolved with the boxcar function representing the block design. Anatomic 3D images were processed, co-registered with the functional data, and transformed into Talairach space (Talairach and Tournoux, 1988). Activations were localized with the aid of a 3D sectional anatomy atlas (Duvernoy, 1999).

For group analysis, the transformed data were spatially smoothed with an isotropic Gaussian kernel (full-width half-maximum 4 mm). Runs were normalized to account for variability of absolute signal values between runs and individuals. Statistical analysis of group data used random effects, general linear models in which the multiple runs were combined within participants prior to group-level analyses. All analyses were corrected for multiple
comparisons (p<0.05) using the Cluster Threshold Estimator plugin implemented in BrainVoyager QX.

Effective connectivity analyses

Directional causal influence from time series A to time series B can be inferred if past values of time series A help predict the present and future values of time series B (Granger, 1969). Based on this idea, the approach known as Granger causality analysis was introduced to characterize predictive relationships between BOLD time series (Abler et al., 2006; Roebroeck et al., 2005). Prior studies from our group elaborated this approach, implementing multivariate, autoregressive (MVAR) models to assess directed interactions between multiple nodes while factoring out influences mediated indirectly in the set of regions selected (Deshpande et al., 2008, 2009; Stilla et al., 2007, 2008; Sathian et al., 2011). Spatial variability of the BOLD response arising from vascular sources can confound Granger causality obtained from raw fMRI time series (David et al., 2008; Deshpande et al., 2010). Hemodynamic deconvolution removes the inter-subject and inter-regional variability of the HRF (Handwerker et al., 2004) as well as the smoothing effect of the HRF, thus increasing effective temporal resolution of the signal. Therefore, here we applied our MVAR approach to hidden neuronal variables obtained after hemodynamic deconvolution (Havlicek et al., 2011) of the BOLD time series extracted from selected regions of interest (ROIs). As in previous reports (Deshpande et al., 2010; Sathian et al., 2011), instantaneous correlations were factored out. Also, in order to obtain condition-specific connectivity values without having to slice the time series corresponding to specific conditions, we allowed the MVAR model coefficients to vary as a function of time. The boxcar function representing the experimental block design was used to extract connectivity values corresponding to the spatial and temporal tasks. The resulting dynamic Granger causality path weights were populated into different samples, comprising spatial and temporal conditions for both initial and final sessions, and t-tests were performed to assess condition-specific modulation of connectivity, specifically: path weights which were greater in the spatial compared to the temporal condition and either greater in the final than the initial session or greater in the initial than the final session. Details of the approach follow.

Let k fMRI time series be represented as $X(t) = [x_1(t) x_2(t) \ldots x_k(t)]$. The dynamic state-space model used was:

$$
\dot{\bar{n}}^k_t = \begin{bmatrix}
\bar{n}_t^k \\
\bar{u}_t^k \\
\bar{\theta}_t^k
\end{bmatrix} = \begin{bmatrix}
f \left( \bar{n}_{t-1}^k, \bar{u}_{t-1}^k, \bar{\theta}_{t-1}^k \right) \\
q_{t-1}^k \\
v_{t-1}^k \\
w_{t-1}^k
\end{bmatrix} + \begin{bmatrix}
\bar{q}_t^k \\
\bar{v}_t^k \\
\bar{w}_t^k
\end{bmatrix},
$$

where $\bar{n}$ is the neuronal state variable, $\bar{u}$ is the exogenous input, $\theta$ is the parameter variable, and $f$ is the function which links the current neuronal state to the previous neuronal states, exogenous inputs and parameters. The subscript $T$ indicates continuous time, the superscript $k$ indicates the number of time series in the model; $q$, $v$ and $w$ are the zero mean Gaussian-state noise vectors. The observation equation, which links the state to observation variables, is as follows:

$$x_k(t) = g \left( \bar{n}_t^k \right) + \epsilon_{t-1},$$

where $g$ is the measurement function which links the state variables to measurement variables, $t$ is discrete time and $\epsilon$ is the measurement noise. The inputs to the model are exogenous inputs $\bar{u}$, which is the experimental boxcar function, and $x_k(t)$. As shown before,
the cubature Kalman filter performs very efficient joint estimation of underlying neuronal state variables and parameters (Havlicek et al., 2011). Since the state-space model is in continuous time, Havlicek et al. (2011) showed that the time step used in its estimation and discretization can be a tenth of the TR (or even less), while still yielding optimal results. Using such neuronal variables with high temporal resolution in an MVAR model enables effective connectivity analysis. The estimated neuronal state variables $n_k(t)$ were input into the MVAR as follows:

$$
\begin{bmatrix}
  n_1(t) \\
  n_2(t) \\
  \vdots \\
  n_k(t)
\end{bmatrix} = 
\begin{bmatrix}
  0 & a_{12}(0) & \ldots & a_{1k}(0) \\
  a_{21}(0) & 0 & \ldots & a_{2k}(0) \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{k1}(0) & a_{k2}(0) & \ldots & 0
\end{bmatrix}
\begin{bmatrix}
  n_1(t) \\
  n_2(t) \\
  \vdots \\
  n_k(t)
\end{bmatrix} + 
\begin{bmatrix}
  a_{11}(n) & a_{12}(n) & \ldots & a_{1k}(n) \\
  a_{21}(n) & a_{22}(n) & \ldots & a_{2k}(n) \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{k1}(n) & a_{k2}(n) & \ldots & a_{kk}(n)
\end{bmatrix}
\begin{bmatrix}
  n_1(t-n) \\
  n_2(t-n) \\
  \vdots \\
  n_k(t-n)
\end{bmatrix} + 
\begin{bmatrix}
  e_1(t) \\
  e_2(t) \\
  \vdots \\
  e_k(t)
\end{bmatrix},
$$

where $p$ is the order of the model determined by the Akaike/Bayesian information criterion (Deshpande et al., 2009), $a$ are the model coefficients and $e$ is the model error. Note that $a(0)$ represent the instantaneous influences between time series while $a(n)$, $n=1..k$ represent the causal influences between time series. By modeling both instantaneous and causal terms in a single model, the effect of instantaneous correlation on causality was minimized (Deshpande et al., 2010a). The MVAR model was made dynamic by allowing the model coefficients to vary as a function of time as given below:
The model coefficients $a_{ij}(n,t)$ were taken as the state vector of a Kalman filter and adaptively estimated (Arnold et al., 1998). Dynamic Granger causality (DGC) was then obtained as follows:

$$DGC_{ij}(t) = \sum_{n=1}^{p} [a_{ij}(n,t)].$$

**RESULTS**

**PSYCHOPHYSICAL**

Threshold changes—Individual results are shown in Table 2, and sample learning curves in Figure 1. The initial threshold for the experimental group was $1.13 \pm 0.08 \text{ mm (mean \pm SEM)}$ while the final threshold was $0.17 \pm 0.05 \text{ mm, achieved after 9.1 \pm 1.5 sessions. This >six-fold threshold decline (0.96 \pm 0.1 mm) marks a considerable degree of perceptual learning. While the mean initial threshold was close to the acuity limit at the index finger (Van Boven and Johnson, 1994; Sathian and Zangaladze, 1996; Vega-Bermudez and Johnson, 2001), the mean final threshold was far below the acuity limit and thus represents...
hyperacuity (Westheimer, 1977). A control group of eight participants was also tested twice a few days apart, without intervening training. This group had an initial threshold of 0.98 ± 0.07 and a final threshold of 1.12 ± 0.14, i.e., these participants as a group did not demonstrate perceptual learning.

**Accuracy data during scans**—Table 1 shows individual accuracy for each participant in both tasks and scan sessions. For the experimental group, mean accuracies on the spatial and temporal task were 82.3 ± 3.9% and 90.7 ± 1.4%, respectively, in the initial scan session and 79.6 ± 3.3% and 87 ± 1.7%, respectively, in the final scan session. For the control group, mean accuracies on the spatial and temporal task were 81.7 ± 5.2% and 86.5 ± 1.6%, respectively, in the initial scan session and 78.4 ± 5.4% and 81.3 ± 3.9%, respectively, in the final scan session. A repeated-measures ANOVA with factors of group (experimental, control), task (spatial, temporal) and session (initial, final) showed that the main effects of group (F<sub>1,16</sub>=0.68, p=0.42) and session (F<sub>1,16</sub>=0.4, p=0.54) were insignificant. Although the main effect of task (F<sub>1,16</sub>=10.46, p=0.005) was significant, critically, the task-by-session interaction (F<sub>1,16</sub>=0.28, p=0.6) was not; i.e., the accuracy differences between tasks were consistent across sessions.

**IMAGING**

**Activation changes across sessions in whole-brain analysis**—In order to isolate effects for the tactile spatial task attributable to training for the experimental group, we examined the interaction between task and session using a whole-brain analysis. This allowed us to control for any non-specific effects arising from BOLD signal variability between scan sessions, due to global signal variation or random noise (Raemakers et al., 2012) or priming effects from simply repeating the scan session. Importantly, the absence of a significant task-by-session interaction for the accuracy data obtained during scanning in both groups (see above) rules out the possibility that task-specific activation changes are attributable to psychophysical variables. The control group was studied to provide another level of control. As expected, the interaction analysis in this group showed no significant increases in task-selective activation over time that were specific for the spatial task (t<sub>7</sub>&lt;2.35, p&gt;0.05). They did demonstrate the opposite interaction effect in a few regions, mostly in parietal cortex, but these tended to be largely changes in negative-going BOLD signal, i.e., deactivations.

The experimental group exhibited significant increases in activation for the spatial task relative to the control (temporal) task in the final session relative to the initial session (i.e. a significant task-by-session interaction) in a number of regions (Table 3, Figure 2). These regions passed a priori voxel-wise thresholds (t<sub>p</sub>&gt;2.25; p&lt;0.05) and survived cluster correction for multiple comparisons (cluster threshold 489 anatomic (1×1×1 mm) voxels). Only three of these regions were neocortical: the right pre-supplementary motor area (pre-SMA) and the anterior insula bilaterally. The others were bilateral subcortical regions: the putamen, anterior thalamus and superior cerebellum. The anterior thalamic activation spanned multiple nuclei, including the probable locations of the ventral anterior (VA), ventrolateral (VL) and mediodorsal (MD) nuclei. Notably, somatosensory and posterior parietal cortical activation changes were conspicuous by their absence. Figure 2 shows BOLD signal time-courses from the right pre-SMA and the left anterior thalamic activation sites. These clearly show the relative increase of spatial task-selective activation in the final session compared to the initial session. Similar profiles were observed at the other sites of Table 3. The opposite interaction effect, again comprising changes in deactivation, was observed in other regions, chiefly in occipital and parietal cortex.
We also investigated whether there were any brain regions whose task-specific activation changes (from the beta values of the task-by-session interaction effect) correlated with threshold changes across participants. Only one region showed a significant (p<0.05, corresponding to r > 0.65, cluster-corrected threshold 516 anatomic voxels) correlation (r = 0.85): it was located in the right rostral anterior cingulate cortex and demonstrated, on average, a greater negative BOLD response in the spatial task compared to the temporal task in both sessions (Figure 3). The positive correlation indicates a tendency for greater threshold decline to be associated with a smaller negative BOLD response over time for the spatial task relative to the temporal task.

**Activations common across sessions**—We also examined activations for the spatial task (relative to the temporal task) common to both initial and final sessions for the experimental group (Table 4), using a conjunction analysis across sessions (voxel-wise thresholds: t > 2.25; p<0.05; cluster-corrected for multiple comparisons; cluster threshold 1353 anatomic voxels). This analysis revealed common sites bilaterally in the postcentral sulcus (PCS), anterior intraparietal sulcus (aIPS), posterior intraparietal sulcus (pIPS) and FEF. Also found were sites on the left in the ventral intraparietal sulcus (vIPS), anterior thalamus (MD nucleus overlapping with the site in Table 3 showing the interaction effect) and posterior thalamus (ventral posterolateral (VPL) nucleus). Of note, the VPL nucleus is the thalamic somatosensory nucleus receiving inputs from the contralateral body surface, including the stimulation site. The PCS corresponds to Brodmann’s area 2, the most posterior field of primary somatosensory cortex (S1) (Grefkes et al., 2001), and the posterior insular site lies in the somatosensory field known as OP3, which is thought to be the human homolog of the macaque ventral somatosensory (VS) area (Eickhoff et al., 2007). The sites along the intraparietal sulcus (IPS) correspond to the probable human homologs of the anterior intraparietal area (AIP, corresponding to our aIPS) and CIP (our pIPS), and to the region termed IPS1 (our vIPS) (Swisher et al., 2007; Shikata et al., 2008). Inspection of the BOLD signal time-courses from these regions confirmed the absence of the key interaction effect between task and session, as illustrated in Figure 2 for the left PCS. Thus, these regions, which included somatosensory thalamic and cortical regions, can be taken to be involved in task performance in both sessions, with no evidence for a role in tactile learning.

**ROI analyses of S1**—We conducted additional ROI analyses of S1 in case our whole-brain interaction analysis had missed somatosensory cortical plasticity owing to imperfect inter-individual alignment. First, we created bilateral postcentral gyrus (PCG) ROIs using group data from the experimental group and the contrast of spatial task > baseline in either the initial or final session (false discovery rate (FDR) q < 0.01, t > 4.21, p < 0.002). The rationale for this contrast was to identify PCG voxels responsive during the tactile spatial task in either session. These group PCG ROIs were applied to the Talairach-normalized anatomical images from each individual participant. We examined these images, and confirmed that the ROIs were in the PCG in each individual subject. We then tested the interaction contrast in these ROIs using a random effects analysis. The effect was not significant in either the left (t = 0.23; p = 0.82) or right (t = −0.06; p = 0.95) PCS.

We also similarly applied the group PCS ROIs from the conjunction analysis to each individual subject. The ROIs fell in the left PCS for 9 of 10 participants (being in the PCG for the remaining one) and in the right PCS for 8 of 10 (being adjacent to the PCS in the remaining two participants: in the PCG for one and in the supramarginal gyrus for the other). We then tested the interaction contrast in these ROIs using a random effects analysis. The effect was not significant in either the left (t = 0.4; p = 0.69) or right (t = 0.25; p = 0.81) PCS.
Since there was some variability between individuals in the position of the group ROI on the PCG, we created individual-specific PCG ROIs, again using the contrast of spatial task > baseline in either the initial or final session. These ROIs are displayed in Figure 4. We tested the interaction contrast in these ROIs using a random effects analysis. Here too, the effect was not significant in either the left ($t_{9}=0.31; p=0.76$) or right ($t_{9}=-0.01; p=0.99$) PCG.

Based on these ROI analyses, we conclude that there were no significant training-specific changes in the magnitude of the spatial task-selective BOLD signal in S1.

**Connectivity changes across sessions**—We selected ROIs showing activity specific for the spatial task relative to the temporal task in each scan session, including both regions showing a significant task-by-session interaction and those showing common activation across sessions without significant interaction effects. The rationale for this is that the most relevant changes in connectivity due to training are likely to involve regions whose activation changes significantly as a result of training (from the interaction analysis), and possibly also regions active both before and after training but without significant training-related changes (from the conjunction analysis). The ROIs were defined at the group level and restricted to cubes of 5 mm side centered on the activation hotspots, as in prior studies (Deshpande et al., 2008, 2010c; Stilla et al., 2007, 2008). Since the ROIs were drawn from the interaction or conjunction analysis, they all passed voxel-wise thresholds of $p<0.05$ and the respective cluster-size threshold. As described in Materials and Methods, effective connectivity between these ROIs was estimated and thence paths specific for the spatial task relative to the temporal task ($t_{6142}>3.64, p<0.05$, Bonferroni-corrected for multiple comparisons) were identified. Among these spatial task-specific paths, significant increases and decreases in path weights from the initial to final session ($t_{6142}>1.65, p<0.05$) were computed (Table 5). Note that this approach did not rely on computing the task-by-session interaction as was done for activations—instead, the approach used in the effective connectivity analyses ensured a focus on paths relevant to the spatial task. As in prior studies (Stilla et al., 2007, 2008; Deshpande et al., 2008, 2009, 2010c; Bianchi et al., 2013), fixed-effects analyses were used on time series concatenated across participants. Paths showing significantly increased weights are shown in Figure 5a whereas those showing significantly decreased weights are shown in Figure 5b.

Task-specific increases in connectivity emanated from a limited number of sources. Of 21 such paths, 15 originated from subcortical sources – the anterior thalamus bilaterally (8 paths from the right and 5 from the left) and the left putamen (2 paths). Notably, these subcortical sources all showed a task-by-session interaction on the activation analysis. The remaining 6 paths derived from neocortical sources that, in the activation analyses, were active in the spatial task in both sessions on the conjunction analysis, without a task-by-session interaction: right PCS, left FEF and left pIPS, with 4 of these stemming from the left FEF and one each from the other two. Thus, only one of these paths originated in somatosensory cortex, and one in posterior parietal cortex. The targets of these paths were more distributed, including loci identified on both the interaction and conjunction analyses, with only 4 of 19 ROIs failing to receive input that was significantly increased with training: these were loci in the left putamen, PMv and FEF, and the right anterior insula.

Task-specific decreases in connectivity were sparser, being limited to 10 paths of which all had neocortical sources. Only one of 6 sources of these paths emerged from the interaction analysis of activations, the rest came from the conjunction analysis. The right PCS was the source of 3 of these paths, the remainder being distributed across prefrontal and posterior parietal cortex. Among targets, 3 were in somatosensory cortex: 2 in the right PCS and one in the left posterior insula; 4 were in the IPS; one in the right anterior insula; and only two had a subcortical target – both in the right anterior thalamus. Three of 10 targets showed a...
task-by-session interaction effect on the activation analysis, while the remaining 7 were identified only on the conjunction analysis.

Thus, overall, training tended to increase the spatial task-specific weights of paths originating subcortically and showing a task-by-session interaction effect on the activation analyses, but decrease the spatial task-specific weights of paths from neocortical foci that were spatially selective in both sessions but showed no interaction effect. Furthermore, somatosensory cortical areas were involved in a minority of paths whose task-specific weights changed after training: They contributed one of 21 sources and 4 of 21 targets for paths showing increased weights after training, with only one of 4 such paths being between two somatosensory cortical areas. Among paths showing decreased weights after training, one of 10 sources and 3 of 10 targets were in somatosensory cortex, with none of 6 such paths being between two somatosensory cortical areas. It is interesting that the S1 paths mostly involved the right PCS, ipsilateral to the stimulus. This may reflect right hemisphere specialization for some aspects of tactile processing, in accord with some earlier studies (Zhang et al., 2004; Stilla et al., 2007; Stilla and Sathian, 2008), although more work is required to assess this possibility.

DISCUSSION

Most earlier studies of perceptual learning lacked a control task to factor out non-specific processes, and also focused on particular neocortical areas. Similar to a previous study of visual learning (Schiltz et al., 1999), the present study included a control task and used the task-by-session interaction to isolate training-specific changes, unconfounded by extraneous variability of the BOLD signal. This is a good model for rehabilitative studies (Hampstead et al., 2011, 2012). Moreover, running a control group in the present study assured that the changes observed could be reliably attributed to training effects, and the whole-brain analysis permitted the possibility of finding distributed neural changes. Participants in the experimental group demonstrated perceptual learning in the tactile hyperacuity range due to training. While these participants experienced >six-fold decline in spatial threshold, a comparable control group tested twice without intervening training exhibited no perceptual learning.

Our task was adapted from a visual version (Westheimer, 1977). Visual learning on a related hyperacuity task was specific for stimulus position and orientation (Crist et al., 1997). As reviewed in the Introduction, many studies implicated V1 as the locus of neural plasticity underlying visual learning (Schoups et al., 2001; Schwartz et al., 2002; Furmanski et al., 2004; Yotsumoto et al., 2008; Gilbert et al., 2009; Bao et al., 2010; Jehee et al., 2012), while other studies showed plasticity of representations in extrastriate visual (Zohary et al., 1994; Tovee et al., 1996; Raiguel et al., 2006), somatosensory (Recanzone et al., 1992 b,c,d; Harris et al., 1999) and auditory (Recanzone et al., 1993; Alain et al., 2007; van Wassenhove and Nagarajan, 2007) cortex. However, others found that pertinent changes were modest in visual cortical areas (Ghose et al., 2002; Yang and Maunsell, 2004), were not confined to early visual areas (Song et al., 2002; Ding et al., 2003; Mayhew et al., 2012), or affected the decision stage rather than sensory representations (Law and Gold, 2008). These neurophysiological studies, along with psychophysical and modeling studies (Petrov et al., 2005; Bejjanki et al., 2011; Huang et al., 2012) favor an alternative hypothesis, that perceptual learning depends on plasticity of perceptual readout by decision processes. Moreover, visual learning often transfers outside the training conditions (Ghose et al., 2002; Song et al., 2002; Ding et al., 2003) or can be easily induced to do so (Xiao et al., 2008; Zhang et al., 2010). Thus, visual and tactile learning may not be very different in specificity, unlike earlier views (Sathian, 2005).
Lack of evidence for sensory representational plasticity

Spatially-selective somatosensory cortical responses in the PCS and OP3 (corresponding to Brodmann’s area 2 of S1 and VS, respectively) were present in both initial and final scan sessions, without a significant task-by-session interaction. Tactile hyperacuity probably depends on spatial shifts in the profile of active slowly adapting type I, and possibly rapidly adapting, afferent populations (Wheat et al., 1995; Sathian & Zangaladze, 1998). Thus, learning on our tactile hyperacuity task can be expected to be associated with resolution of smaller spatial shifts in the corresponding peripheral neural populations. If S1 representations are similar to peripheral representations, an increase in the magnitude of spatial task-selectivity would not be expected with learning. However, stimulus representations undergo transformation in S1 from peripheral representations that are isomorphic with stimuli (Phillips et al., 1988; Salinas et al., 2000). Such transformed representations might show learning-related changes that could be reflected in BOLD signal changes: we did not, however, find any such changes on either whole-brain or ROI analyses, at least in our relatively small sample size of 10 participants. Consistent with our findings, a recent study of perceptual learning in visual orientation discrimination found no changes in BOLD signal magnitude in early visual cortex, but reported subtler visual cortical plasticity using a signal detection analysis of orientation-selective voxel responses (Jehee et al., 2012). Thus, other fMRI methods, e.g., based on multivoxel pattern analysis, or fine-grained analysis of digit maps (Duncan and Boynton, 2007) might demonstrate somatosensory cortical plasticity in our task, as might methods using alternative modalities such as electrophysiology. Indeed, somatosensory cortical plasticity occurs in other tasks (see above), and changes in both sensory representations and decision processes may be relevant (Bejjanki et al., 2011; Mayhew et al., 2012).

Task-by-session interactions were also absent in the FEF and IPS regions that were spatially selective in both sessions, implicating these regions in processes related to task performance (Still et al., 2007) but not in perceptual learning of our task. Few perceptual learning studies have investigated connectivity changes (Schwartz et al., 2002; Mukai et al., 2007; Lewis et al., 2009; Powers et al., 2012). Under the sensory representation hypothesis, connectivity changes would be expected to focus on somatosensory cortex. Contrary to this prediction, somatosensory cortical areas were involved in relatively few paths displaying training-induced changes in task-specific weights. Although our activation and connectivity findings cannot exclude a role for sensory representational changes, they do indicate that such changes are much less prominent than those in extra-sensory regions.

Evidence favoring reweighting of perceptual readout

Importantly, we found task-specific interactions resulting from greater spatially-selective activations, after training on the spatial task, only in areas implicated in motor and/or decision processes. The human anterior insula exhibits decision-related, effector-independent signals in a random-dot motion direction discrimination task (Liu and Pleskac, 2011). The pre-SMA is part of medial premotor cortex, which is an important node in the decision-process network associated with vibrotactile detection and discrimination in macaques (Romo and de Lafuente, 2012). Further, the human pre-SMA and other parts of medial prefrontal cortex are involved in decision-making (Goñi et al., 2011). Similarly, the putamen is another motor structure that plays a role in human decision processes (Balleine et al., 2007; Kühn et al., 2011) and specifically in decision processes related to tactile discrimination in macaques (Merchant et al., 1997). Its involvement in tactile learning may relate to its function in automatization during motor learning (Costa, 2007). The cerebellum is also a motor structure implicated in decision-making (Guggisberg et al., 2008). Of the thalamic nuclei in the region displaying a significant interaction effect, VA and VL are...
motor nuclei connected with motor cortical regions, the basal ganglia and the cerebellum (Saper et al., 2000), while the MD nucleus connects to prefrontal cortex (Jakab et al., 2012).

The emergence of decisions in sensory tasks depends on a distributed neural network, with progression from responses reflecting sensory encoding in sensory areas to decision output in subcortical nuclei and in premotor, prefrontal and parietal cortical areas (Sugrue et al., 2005; Romo and de Lafuente, 2012). Although more work is needed to define the function of each of these brain regions in decision processes across various tasks, the activations found in the present study support the hypothesis that decision-level reweighting of perceptual readout underlies perceptual learning, i.e., decision processes become more sensitive to smaller sensory signals. Additionally, the only region whose task-specific BOLD signal changes were found to correlate with psychophysical changes in discrimination threshold across participants was a rostral anterior cingulate cortical focus. This region is also implicated in decision processes (Litt et al., 2011; Zhu et al., 2012) although our focus exhibited a greater negative BOLD response for the spatial than the temporal task, with greater threshold change correlating with a decrease of this negative response. Negative BOLD responses reflect decreased cerebral blood flow at the cortical surface with a paradoxically increased cerebral blood volume in mid-layers – although the underlying physiology is incompletely understood, activity of inhibitory neurons is a possibility (Goense et al., 2012). If so, greater decrease in activity of such inhibitory neurons may be correlated with greater threshold change, but this is speculative at this point.

Further evidence for decision-level changes comes from our novel multivariate analysis of effective connectivity, based on calculated neuronal responses after hemodynamic deconvolution. Although perceptual reweighting has been modeled before (Petrov et al., 2005; Law and Gold, 2009; Bejjanki et al., 2011; Huang et al., 2012), it has not been evaluated empirically using studies of connectivity. The majority of paths displaying task-specific increases or decreases in weight after training involved posterior parietal, prefrontal or subcortical regions implicated in motor and/or decision processes. Most paths whose weights increased after training had subcortical sources whose spatial task-selectivity increased with training, whereas most paths decreasing in weight after training originated in neocortical loci that were spatially selective but whose selectivity did not change with training. This is consistent with increasing involvement of subcortical systems during automatization of task-specific processes in tactile learning (present study) as in motor learning (Doyon and Benali, 2005).

Also, all but one of the 10 plastic paths involving somatosensory cortex connected to one of the motor/decision regions. Some paths showing decreased weight after training linked a somatosensory cortical region and IPS sites implicated in visual attention. Since studies of visual learning reported changes in connectivity between visual cortical regions and frontoparietal attentional control centers (Mukai et al., 2007; Lewis et al., 2009), the observed neuroplasticity could relate to attentional processes. However, a detailed study found no evidence for tactile attention-selective responses in these frontoparietal regions (Burton et al., 2008). Other studies did find equivalent responses for tactile and visual spatial attention in IPS regions near our aIPS sites (Macaluso et al., 2002, 2003). However, in the present study, these aIPS regions did not show significant task-specific changes in connectivity with somatosensory cortical regions, nor did they show significant task-specific changes in activation between sessions. Hence, it appears more likely that the plastic connections between somatosensory and dorsal parietal regions found here represent decision-level changes. Thus, our effective connectivity data argue for the reweighting of perceptual readout by decision processes as a key mechanism mediating tactile spatial learning. This is consistent with a growing body of literature on visual learning (Petrov et al., 2005; Law and Gold, 2008; Bejjanki et al., 2011; Huang et al., 2012).
Conclusions

Perceptual learning on a tactile hyperacuity task was associated with prominent activation and connectivity changes in subcortical and anterior neocortical regions involved in motor and/or decision processes. Importantly, these neuroplastic changes were specific for the trained spatial task relative to the control temporal task. Moreover, the activation changes were absent in a control group of participants tested twice without intervening training; this group also did not manifest perceptual learning. Taken together, these findings provide strong support for the hypothesis that the critical neuroplasticity mediating perceptual learning involves perceptual readout by decision networks. This hypothesis is consonant with the growing shift away from strictly modular models of the brain towards conceptions embodying complex network interactions underlying even simple tasks (Sporns, 2011). The convergence of our findings on tactile learning with an expanding body of literature on visual learning reconciles discrepancies in the earlier literature on perceptual learning.
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Figure 1.
a: MRI-compatible pneumatic stimulator. Arrows indicate direction of airflow. Disk on the top of the stimulator allowed 180° rotation of the stimulus to present leftward or rightward offsets. b: Diagram of stimulus configurations in spatial task; central dot in array was offset either to the right or left. c: Stimulus array for the temporal task used an array without spatial offset. (Reproduced, with permission, from Stilla et al., 2007). d,e: Sample learning curves from two representative participants in experimental group, showing spatial acuity threshold (mm) at initial and final testing, and on intervening training days (TDx).
Figure 2.
a: Activations on task-by-session interaction displayed on coronal slices. Talairach y-planes are given below each slice. Color t-scale on right. b,c: BOLD signal time-courses (averaged over participants) from selected sites in initial (b) and final (c) scan sessions. pre-SMA: pre-supplementary motor area; aIns: anterior insula; Put: putamen; aTh: anterior thalamic region; PCS: postcentral sulcus.
Figure 3.
BOLD signal time-courses from the right anterior cingulate (ACC) focus showing correlation between magnitudes of task-specific activation changes and threshold changes across sessions.
Figure 4.
Locations of individual ROIs on the postcentral gyrus, overlaid on individual anatomic images in the axial plane (corresponding Talairach z-value given below each image).
Spatial condition-specific paths whose weights increased (a) or decreased (b) significantly from initial to final session. Absolute magnitude of change in path weight is shown, color-scale at right. Put: putamen; aTh: anterior thalamus; pTh: posterior thalamus; aIns: anterior insula; pIns: posterior insula; other abbreviations as in text. ROIs identified on the task-by-session interaction analysis of activations are shown in pink (increased spatial selectivity with training); those identified on the conjunction analysis of activations are shown in blue (spatially selective in both sessions, without training-associated change).
Table 1

Stimulus parameters used and accuracy during scanning for individual participants.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Initial offset (mm)</th>
<th>Initial duration-pairs (s)</th>
<th>Final offset (mm)</th>
<th>Final duration-pairs (s)</th>
<th>Initial offset task</th>
<th>Initial duration task</th>
<th>Final offset task</th>
<th>Final duration task</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>1.19</td>
<td>1.3 / .7</td>
<td>0.3</td>
<td>1.15 / .85</td>
<td>89</td>
<td>96</td>
<td>64</td>
<td>86</td>
</tr>
<tr>
<td>E2</td>
<td>1.94</td>
<td>1.15 / .85</td>
<td>0.42</td>
<td>1.15 / .85</td>
<td>77</td>
<td>86</td>
<td>79</td>
<td>79</td>
</tr>
<tr>
<td>E3</td>
<td>1.19</td>
<td>1.15 / .85</td>
<td>0.42</td>
<td>1.15 / .85</td>
<td>85</td>
<td>85</td>
<td>77</td>
<td>94</td>
</tr>
<tr>
<td>E4</td>
<td>1.94</td>
<td>1.3 / .7</td>
<td>0.42</td>
<td>1.1 / 0.9</td>
<td>93</td>
<td>96</td>
<td>92</td>
<td>80</td>
</tr>
<tr>
<td>E5</td>
<td>1.49</td>
<td>1.15 / .85</td>
<td>0.8</td>
<td>1.1 / .9</td>
<td>60</td>
<td>94</td>
<td>84</td>
<td>86</td>
</tr>
<tr>
<td>E6</td>
<td>0.8</td>
<td>1.1 / .9</td>
<td>0.03</td>
<td>1.1 / .9</td>
<td>89</td>
<td>89</td>
<td>72</td>
<td>89</td>
</tr>
<tr>
<td>E7</td>
<td>1.04</td>
<td>1.15 / .85</td>
<td>0.42</td>
<td>1.15 / .85</td>
<td>93</td>
<td>91</td>
<td>97</td>
<td>95</td>
</tr>
<tr>
<td>E8</td>
<td>1.49</td>
<td>1.1 / .9</td>
<td>0.42</td>
<td>1.1 / .9</td>
<td>94</td>
<td>89</td>
<td>82</td>
<td>87</td>
</tr>
<tr>
<td>E9</td>
<td>1.94</td>
<td>1.1 / .9</td>
<td>0.03</td>
<td>1.1 / .9</td>
<td>71</td>
<td>87</td>
<td>69</td>
<td>85</td>
</tr>
<tr>
<td>E10</td>
<td>1.49</td>
<td>1.2 / .8</td>
<td>0.03</td>
<td>1.2 / .8</td>
<td>72</td>
<td>94</td>
<td>80</td>
<td>89</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82.3</td>
<td>90.7</td>
<td>79.6</td>
<td>87.0</td>
</tr>
<tr>
<td>SEM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.9</td>
<td>1.4</td>
<td>3.3</td>
<td>1.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participant</th>
<th>Initial offset (mm)</th>
<th>Initial duration-pairs (s)</th>
<th>Final offset (mm)</th>
<th>Final duration-pairs (s)</th>
<th>Initial offset task</th>
<th>Initial duration task</th>
<th>Final offset task</th>
<th>Final duration task</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1.49</td>
<td>1.1 / .9</td>
<td>1.04</td>
<td>1.1 / .9</td>
<td>93</td>
<td>81</td>
<td>76</td>
<td>84</td>
</tr>
<tr>
<td>C2</td>
<td>1.94</td>
<td>1.1 / .9</td>
<td>0.8</td>
<td>1.1 / .9</td>
<td>95</td>
<td>86</td>
<td>53</td>
<td>58</td>
</tr>
<tr>
<td>C3</td>
<td>1.94</td>
<td>1.2 / .8</td>
<td>1.19</td>
<td>1.15 / .85</td>
<td>61</td>
<td>80</td>
<td>81</td>
<td>85</td>
</tr>
<tr>
<td>C4</td>
<td>1.04</td>
<td>1.1 / .9</td>
<td>1.19</td>
<td>1.1 / .9</td>
<td>60</td>
<td>87</td>
<td>93</td>
<td>89</td>
</tr>
<tr>
<td>C5</td>
<td>1.49</td>
<td>1.15 / .85</td>
<td>1.94</td>
<td>1.15 / .85</td>
<td>90</td>
<td>92</td>
<td>92</td>
<td>89</td>
</tr>
<tr>
<td>C6</td>
<td>1.94</td>
<td>1.2 / .8</td>
<td>0.30</td>
<td>1.2 / .8</td>
<td>87</td>
<td>90</td>
<td>62</td>
<td>88</td>
</tr>
<tr>
<td>C7</td>
<td>1.94</td>
<td>1.15 / .85</td>
<td>1.19</td>
<td>1.15 / .85</td>
<td>87</td>
<td>89</td>
<td>85</td>
<td>79</td>
</tr>
<tr>
<td>C8</td>
<td>1.19</td>
<td>1.15 / .85</td>
<td>1.19</td>
<td>1.15 / .85</td>
<td>80</td>
<td>87</td>
<td>85</td>
<td>79</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>81.7</td>
<td>86.5</td>
<td>78.4</td>
<td>81.3</td>
</tr>
<tr>
<td>SEM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.2</td>
<td>1.6</td>
<td>5.4</td>
<td>3.9</td>
</tr>
</tbody>
</table>
Table 2

Threshold values for tactile spatial task in experimental and control participants.

<table>
<thead>
<tr>
<th>Participant</th>
<th>initial threshold (mm)</th>
<th>final threshold (mm)</th>
<th>threshold change (mm)</th>
<th># sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>1.2</td>
<td>0.1</td>
<td>1.1</td>
<td>6</td>
</tr>
<tr>
<td>E2</td>
<td>1.49</td>
<td>0.24</td>
<td>1.25</td>
<td>8</td>
</tr>
<tr>
<td>E3</td>
<td>1.04</td>
<td>0.3</td>
<td>0.74</td>
<td>6</td>
</tr>
<tr>
<td>E4</td>
<td>1.27</td>
<td>0.07</td>
<td>1.2</td>
<td>7</td>
</tr>
<tr>
<td>E5</td>
<td>1.14</td>
<td>0.5</td>
<td>0.64</td>
<td>14</td>
</tr>
<tr>
<td>E6</td>
<td>0.64</td>
<td>0.22</td>
<td>0.42</td>
<td>10</td>
</tr>
<tr>
<td>E7</td>
<td>0.84</td>
<td>0.08</td>
<td>0.76</td>
<td>4</td>
</tr>
<tr>
<td>E8</td>
<td>1.14</td>
<td>0.03</td>
<td>1.11</td>
<td>15</td>
</tr>
<tr>
<td>E9</td>
<td>1.19</td>
<td>0.08</td>
<td>1.11</td>
<td>5</td>
</tr>
<tr>
<td>E10</td>
<td>1.3</td>
<td>0.08</td>
<td>1.22</td>
<td>16</td>
</tr>
<tr>
<td>Mean (exptl)</td>
<td>1.13</td>
<td>0.17</td>
<td>0.96</td>
<td>9.10</td>
</tr>
<tr>
<td>SEM</td>
<td>0.08</td>
<td>0.05</td>
<td>0.10</td>
<td>1.47</td>
</tr>
<tr>
<td>C1</td>
<td>1.04</td>
<td>1.04</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>0.80</td>
<td>1.34</td>
<td>−0.54</td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>1.1</td>
<td>1.12</td>
<td>−0.02</td>
<td></td>
</tr>
<tr>
<td>C4</td>
<td>0.63</td>
<td>1.17</td>
<td>−0.54</td>
<td></td>
</tr>
<tr>
<td>C5</td>
<td>1.00</td>
<td>1.64</td>
<td>−0.64</td>
<td></td>
</tr>
<tr>
<td>C6</td>
<td>1.19</td>
<td>0.3</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>C7</td>
<td>1.01</td>
<td>1.19</td>
<td>−0.18</td>
<td></td>
</tr>
<tr>
<td>C8</td>
<td>1.1</td>
<td>1.19</td>
<td>−0.09</td>
<td></td>
</tr>
<tr>
<td>Mean (control)</td>
<td>0.98</td>
<td>1.12</td>
<td>−0.14</td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>0.07</td>
<td>0.14</td>
<td>0.18</td>
<td></td>
</tr>
</tbody>
</table>
Table 3

Regions showing significant increases in activation for the experimental (spatial) task relative to the control (temporal) task in the final session relative to the initial session (i.e. a significant task-by-session interaction) in experimental group; x,y,z: Talairach coordinates of center-of-gravity; tmax: peak t value of interaction contrast.

<table>
<thead>
<tr>
<th>Region</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>tmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>R pre-SMA</td>
<td>5</td>
<td>23</td>
<td>44</td>
<td>6</td>
</tr>
<tr>
<td>R antr insula</td>
<td>28</td>
<td>14</td>
<td>3</td>
<td>5.5</td>
</tr>
<tr>
<td>R putamen</td>
<td>23</td>
<td>4</td>
<td>6</td>
<td>3.6</td>
</tr>
<tr>
<td>R antr thalamus</td>
<td>9</td>
<td>−10</td>
<td>8</td>
<td>4.7</td>
</tr>
<tr>
<td>L antr thalamus</td>
<td>−11</td>
<td>−7</td>
<td>13</td>
<td>7.3</td>
</tr>
<tr>
<td>L putamen</td>
<td>−21</td>
<td>−8</td>
<td>12</td>
<td>4.6</td>
</tr>
<tr>
<td>L antr insula</td>
<td>−30</td>
<td>17</td>
<td>16</td>
<td>3.1</td>
</tr>
<tr>
<td>R supr cerebellum</td>
<td>23</td>
<td>−55</td>
<td>−23</td>
<td>4</td>
</tr>
<tr>
<td>L supr cerebellum</td>
<td>−5</td>
<td>−47</td>
<td>−19</td>
<td>2.9</td>
</tr>
</tbody>
</table>
Table 4

Regions showing activations for the spatial task (relative to the temporal task) common to both initial and final sessions for the experimental group, from a conjunction analysis across sessions; \( x, y, z, t_{max} \): as in Table 2; abbreviations as in text.

<table>
<thead>
<tr>
<th>Region</th>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
<th>( t_{max} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>L FEF</td>
<td>−26</td>
<td>−11</td>
<td>55</td>
<td>5.9</td>
</tr>
<tr>
<td>R FEF</td>
<td>29</td>
<td>−9</td>
<td>51</td>
<td>5.1</td>
</tr>
<tr>
<td>L PCS</td>
<td>−54</td>
<td>−27</td>
<td>33</td>
<td>6.4</td>
</tr>
<tr>
<td>L aIPS</td>
<td>−35</td>
<td>−41</td>
<td>41</td>
<td>5.4</td>
</tr>
<tr>
<td>L pIPS</td>
<td>−15</td>
<td>−64</td>
<td>50</td>
<td>2.9</td>
</tr>
<tr>
<td>L vIPS</td>
<td>−23</td>
<td>−65</td>
<td>39</td>
<td>2.9</td>
</tr>
<tr>
<td>R pIPS</td>
<td>14</td>
<td>−66</td>
<td>46</td>
<td>4.1</td>
</tr>
<tr>
<td>R aIPS</td>
<td>40</td>
<td>−39</td>
<td>38</td>
<td>6</td>
</tr>
<tr>
<td>R PCS</td>
<td>57</td>
<td>−24</td>
<td>34</td>
<td>5.6</td>
</tr>
<tr>
<td>L PMv</td>
<td>−49</td>
<td>0</td>
<td>31</td>
<td>3.7</td>
</tr>
<tr>
<td>L postr insula</td>
<td>−34</td>
<td>−8</td>
<td>14</td>
<td>4.5</td>
</tr>
<tr>
<td>L VPL thalamus</td>
<td>−12</td>
<td>−24</td>
<td>11</td>
<td>4.7</td>
</tr>
<tr>
<td>L MD thalamus</td>
<td>−5</td>
<td>−18</td>
<td>12</td>
<td>2.9</td>
</tr>
</tbody>
</table>
Table 5

Spatial condition-specific paths whose weights changed after training. Positive path weights indicate that BOLD signal changes in the source and target ROI were in the same direction, whereas negative path weights indicate that BOLD signal changes were in opposite directions in the source and target ROIs. Colors for ROI names as in Figure 5.

<table>
<thead>
<tr>
<th>Source</th>
<th>Target</th>
<th>Initial path weight</th>
<th>Final path weight</th>
<th>Final – Initial path weight</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R aTh</td>
<td>R aIPS</td>
<td>0.21</td>
<td>0.34</td>
<td>0.13</td>
<td>1.82</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>L aTh</td>
<td>0.09</td>
<td>0.35</td>
<td>0.26</td>
<td>3.65</td>
<td>1.3×10^-4</td>
</tr>
<tr>
<td></td>
<td>L pIPS</td>
<td>−0.04</td>
<td>0.43</td>
<td>0.47</td>
<td>7.10</td>
<td>7.1×10^-13</td>
</tr>
<tr>
<td></td>
<td>L pIns</td>
<td>0.09</td>
<td>0.50</td>
<td>0.41</td>
<td>5.92</td>
<td>1.7×10^-9</td>
</tr>
<tr>
<td></td>
<td>L aIns</td>
<td>−0.02</td>
<td>0.27</td>
<td>0.29</td>
<td>4.38</td>
<td>6.0×10^-6</td>
</tr>
<tr>
<td></td>
<td>R FEF</td>
<td>0.06</td>
<td>0.21</td>
<td>0.15</td>
<td>2.21</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>R PCS</td>
<td>0.15</td>
<td>0.28</td>
<td>0.13</td>
<td>1.86</td>
<td>0.03</td>
</tr>
<tr>
<td>L aTh</td>
<td>R aTh</td>
<td>0.42</td>
<td>0.67</td>
<td>0.25</td>
<td>3.72</td>
<td>1.0×10^-4</td>
</tr>
<tr>
<td></td>
<td>L pTh</td>
<td>0.13</td>
<td>0.57</td>
<td>0.44</td>
<td>6.25</td>
<td>2.1×10^-10</td>
</tr>
<tr>
<td></td>
<td>L vIPS</td>
<td>0.09</td>
<td>0.65</td>
<td>0.56</td>
<td>8.11</td>
<td>2.9×10^-16</td>
</tr>
<tr>
<td></td>
<td>R pre-SMA</td>
<td>0.22</td>
<td>0.72</td>
<td>0.50</td>
<td>7.04</td>
<td>1.1×10^-12</td>
</tr>
<tr>
<td></td>
<td>R PCS</td>
<td>0.27</td>
<td>0.65</td>
<td>0.38</td>
<td>5.39</td>
<td>3.7×10^-8</td>
</tr>
<tr>
<td>L Put</td>
<td>R Put</td>
<td>0.42</td>
<td>0.67</td>
<td>0.25</td>
<td>1.95</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>R aTh</td>
<td>0.12</td>
<td>0.57</td>
<td>0.45</td>
<td>2.64</td>
<td>0.002</td>
</tr>
<tr>
<td>L pIPS</td>
<td>R pIPS</td>
<td>−0.28</td>
<td>0.16</td>
<td>0.44</td>
<td>6.16</td>
<td>3.8×10^-10</td>
</tr>
<tr>
<td>L FEF</td>
<td>R pIPS</td>
<td>−0.07</td>
<td>0.42</td>
<td>0.49</td>
<td>7.52</td>
<td>3.2×10^-14</td>
</tr>
<tr>
<td></td>
<td>L pTh</td>
<td>−0.05</td>
<td>0.39</td>
<td>0.44</td>
<td>6.63</td>
<td>1.9×10^-11</td>
</tr>
<tr>
<td></td>
<td>L pIPS</td>
<td>−0.02</td>
<td>0.70</td>
<td>0.72</td>
<td>10.30</td>
<td>5.1×10^-25</td>
</tr>
<tr>
<td></td>
<td>L aIns</td>
<td>0.14</td>
<td>0.41</td>
<td>0.27</td>
<td>4.11</td>
<td>2.0×10^-5</td>
</tr>
<tr>
<td></td>
<td>R PCS</td>
<td>0.03</td>
<td>0.20</td>
<td>0.17</td>
<td>2.18</td>
<td>0.015</td>
</tr>
</tbody>
</table>

| Initial > Final |
|-----------------|-----------------|-----------------|----------------|---------|
| R pIPS          | R PCS           | 0.40            | 0.19           | −0.21   | 2.98   | 0.0014 |
| L pIPS          | R aIPS          | 0.25            | 0.09           | −0.16   | 2.32   | 0.01   |
| L aIPS          | L pIns          | 1.02            | 0.58           | −0.44   | 6.67   | 1.3×10^-11 |
| R aIns          | L aIPS          | 1.00            | 0.52           | −0.48   | 6.88   | 3.3×10^-12 |
| R FEF           | R aTh           | 0.53            | 0.30           | −0.23   | 3.07   | 0.0011 |
| R pre-SMA       | L aIPS          | 0.62            | 0.21           | −0.41   | 5.62   | 9.7×10^-9 |
| R PCS           | R pIPS          | 0.50            | 0.20           | −0.30   | 4.07   | 2.3×10^-5 |
| R aTh           | R PCS           | 0.21            | −0.19          | −0.40   | 6.11   | 5.4×10^-10 |
|                 | L pIPS          | 0.45            | −0.33          | −0.78   | 10.87  | 1.3×10^-27 |