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Abstract

Multisite neuroimaging studies can facilitate the investigation of brain-related changes in many contexts, including patient groups that are relatively rare in the general population. Though multisite studies have characterized the reliability of brain activation during working memory and motor functional magnetic resonance imaging tasks, emotion processing tasks, pertinent to many clinical populations, remain less explored. A traveling participants study was conducted with eight healthy volunteers scanned twice on consecutive days at each of the eight North American Longitudinal Prodrome Study sites. Tests derived from generalizability theory showed excellent reliability in the amygdala ($E_p^2 = 0.82$), inferior frontal gyrus (IFG; $E_p^2 = 0.83$), anterior cingulate...
cortex ($E_p^2=0.76$), insula ($E_p^2=0.85$), and fusiform gyrus ($E_p^2=0.91$) for maximum activation and fair to excellent reliability in the amygdala ($E_p^2=0.44$), IFG ($E_p^2=0.48$), ACC ($E_p^2=0.55$), insula ($E_p^2=0.42$), and fusiform gyrus ($E_p^2=0.83$) for mean activation across sites and test days.

For the amygdala, habituation ($E_p^2=0.71$) was more stable than mean activation. In a second investigation, data from 111 healthy individuals across sites were aggregated in a voxelwise, quantitative meta-analysis. When compared with a mixed effects model controlling for site, both approaches identified robust activation in regions consistent with expected results based on prior single-site research. Overall, regions central to emotion processing showed strong reliability in the traveling participants study and robust activation in the aggregation study. These results support the reliability of blood oxygen level-dependent signal in emotion processing areas across different sites and scanners and may inform future efforts to increase efficiency and enhance knowledge of rare conditions in the population through multisite neuroimaging paradigms.
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**INTRODUCTION**

Multisite studies have increasingly facilitated the investigation of brain-related phenomena through neuroimaging. Multisite investigations provide an efficient way to recruit a large sample of participants, enhancing statistical power and the generalizability of results, and have thus contributed critical insight into conditions that are relatively rare in the general population [Addington et al., 2007; Beckett et al., 2010; Cannon et al., 2008; Ford et al., 2009; Kim et al., 2009; Lieberman et al., 2005; Potkin et al., 2009; You et al., 2011]. These advantages make multisite studies a key to future scientific discovery [Glover et al., 2012; Meyer-Lindenberg, 2012]. However, aggregating neuroimaging data across different sites and scanners presents challenges due to numerous possible sources of variability other than individual participant effects [Friedman and Glover, 2006; Ojemann et al., 1998; Pearlson, 2009; Van Horn and Toga, 2009; Voyvodic, 2006; Zou et al., 2005]. Given potential site-related variance and important differences in task design and reproducibility, conducting multisite studies necessitates thorough evaluations of multisite effects and reliability for each functional magnetic resonance imaging (fMRI) task used [Bennett and Miller, 2010; Brown et al., 2011; Friedman et al., 2008; Glover et al., 2012; Pearlson, 2009; Plichta et al., 2012].

Evaluating an fMRI paradigm for multisite implementation involves quantifying the variability in activation related to site effects, such as different scanners and acquisition protocols, and comparing it to the variability introduced by other factors such as participant differences and imaging noise. Traveling participant designs, in which participants are scanned at each site of a multisite study, uniquely allow for the comparison of variance in blood oxygen level-dependent (BOLD) signal due to person-versus site-related factors [e.g., Brown et al., 2011; Gountouna et al., 2010; Gradin et al., 2010; Yendiki et al., 2010]. If activation measures show greater variation related to person than site, person-related effects...
are likely to generalize across sites and would support the aggregation of data across sites. Alternatively, the generalizability of data across sites would be questionable in the case of greater variation due to site-related differences [Gradin et al., 2010]. Moreover, evaluating an fMRI paradigm at the multisite level necessitates testing the extent to which the aggregation of data across sites produces activation effects that are consistent with hypothesized task-related neural processes and previous findings in single-site investigations. Thus, examining and comparing statistical methods of aggregating data across sites is critical to ensuring that methods for pooling data are both valid and maximize the potential advantages offered by multisite studies.

Variance component estimates can be used to compute reliability coefficients that provide summary statistics for the consistency of measurement across multiple assessments. Reliability generally refers to consistency in the ranking of persons on a given measure over multiple assessments, and reliability coefficients can be calculated to assess relative or absolute reliability, depending on the nature of the decisions to be made from the measurements. Relative decisions are based on an individual’s measurement relative to the measurements obtained from others (e.g., norm-referenced interpretations of measurements), whereas absolute decisions are based on the absolute level of an individual’s measurement independent of the measurements obtained from others [Shavelson and Webb, 1991]. The distinction mainly concerns whether the main effects of a facet of observation (such as test item, measurement occasion, or in the current context, MRI scanner) are considered to contribute to measurement error and included in the error term of the reliability coefficient. In the case of relative decisions, they are not included, whereas they are included in the case of absolute decisions. Measures of relative reliability include the generalizability coefficient (G-coefficient) of generalizability theory [Brennan, 2001; Shavelson and Webb, 1991], the intraclass correlation (ICC; Type 3,1) statistic of Shrout and Fleiss [1979], and the Pearson correlation coefficient. Measures of absolute reliability include the absolute level ICC (Type 2,1) [Shrout and Fleiss, 1979] or the dependability coefficient (D-coefficient) of generalizability theory [Shavelson and Webb, 1991]. Given that the primary aim of many fMRI studies involves describing group differences between task contrasts or describing correlations between task contrasts and other variables of interest [i.e., relative decisions; Barch and Mathalon, 2011], assessing relative agreement across scanning sites may be appropriate in the context of multisite fMRI studies. However, in cases where the absolute value of activation will be utilized for interpretation or in multisite studies in which scanning site is not independent of other factors, assessing the absolute agreement of fMRI measurement across sites may also be valuable [Brown et al., 2011]. For example, if there are significant differences in the ratio of case versus control participants across sites in a multisite study, adjusting for site in the analysis may not be sufficient to eliminate all site effects. In such circumstances, assessment of reliability at an absolute level would inform the extent to which data are interchangeable across sites and thus the extent to which merging fMRI data across sites is valid [Friedman et al., 2008]. The most appropriate reliability measure, therefore, depends on study design and the research question at hand.

To date, several studies have demonstrated that measures of BOLD signal are replicable across sites with the same scanner models for cognitive task paradigms such as working memory [Bernal-Casas et al., 2013; Brandt et al., 2013; Brown et al., 2011; Casey et al.,...
1998; Costafreda et al., 2007; Forsyth et al., 2014; Friedman et al., 2008; Yendiki et al., 2010], as well as motor tasks [Costafreda et al., 2007; Gountouna et al., 2010; Sutton et al., 2008; Wurnig et al., 2013] and resting-state scans [Huang et al., 2012]. Specifically, results showed that across-participant variability was greater than across-site variability. In addition, prior work suggests that aggregating data across sites necessitates only a modest increase in sample size to compensate for decreases in power due to the addition of site-related variance [Suckling et al., 2008]. However, the development and evaluation of analytic approaches for aggregating multisite data is greatly needed to inform future multisite investigations [Costafreda, 2009]. Finally, studies of multisite reliability must expand beyond motor and working memory paradigms to investigate other domains that are highly relevant for clinical populations, such as emotion processing. A study of an implicit sad affect paradigm characterized reliability across two sites [Suckling et al., 2008], providing important initial information about the potential of multisite affective paradigms; however, multisite reliability data and analytic approaches are needed for paradigms that actively probe emotional processes such as emotion perception, identification, and regulation.

This study aimed to characterize the reliability of activation during an emotional faces fMRI task as part of a large ongoing, multisite study of neurobiological risk factors for psychosis onset. Emotion processing represents a core domain of impairment in schizophrenia [Kring and Moran, 2008; Mueser et al., 1996]; however, the extent to which deficits in emotion processing are present prior to the onset of psychosis and the role that they might play in its development remain unclear. Thus, a primary aim of the neuroimaging component of the North American Prodrome Longitudinal Study [NAPLS; Addington et al., 2007] was to examine neural circuitry associated with emotion processing and developmental trajectories of these regions in clinical high risk (CHR) patients, as compared with healthy controls. The NAPLS study used a well-established emotional faces fMRI task [Fakra et al., 2008; Gee et al., 2012; Hariri et al., 2000; Lieberman et al., 2007], which was selected for several empirical reasons. The task has been widely used across the emotion regulation literature, and thus a wealth of findings have characterized the task and its neural correlates among healthy controls [Hariri et al., 2000; Lieberman et al., 2007, 2011; Tabibnia et al., 2008]. Specifically, this paradigm has been shown to robustly activate the amygdala and prefrontal cortex, regions that are central to emotional processing, in healthy controls [Lieberman et al., 2007]. In particular, increased inferior frontal gyrus (IFG) activation is observed when participants label the emotional expressions portrayed on faces, and increased amygdala activation is observed when participants match faces based on emotional expression.

Moreover, patients with schizophrenia show impairment and alterations in neural activation during the same emotional faces task [Fakra et al., 2008], making it a prime candidate for the study of early disruptions in relevant neural circuitry among CHR patients. Finally, because the paradigm is in widespread use at the single-site level, substantial data exist with which to compare the present multisite results, and it is likely that research on its reliability would be relevant to the broader fields of social neuroscience and psychopathology.

To examine the reliability of fMRI activation during the emotional faces task across the eight NAPLS sites and to establish valid statistical methods for aggregating fMRI data across sites, we present data from two study samples here. For the first study sample, we
used a traveling participant study design and generalizability theory to characterize the proportion of variance in BOLD signal attributable to person-versus site-related factors and to assess the reliability of the person effect across scanning sites and days at both a relative and an absolute level. We predicted that variance in activation due to person-related factors would be greater than variance due to site-related factors and that the person effect would be reliable across sites for the amygdala and IFG. Given recent evidence that habituation has more stable test-retest reliability than amplitude of activation for the amygdala (Plichta et al., 2014), we also examined amygdala habituation. In the second study sample, fMRI data for all healthy individuals who had been recruited as control participants in the NAPLS study (for comparison to the CHR sample) were aggregated across sites using two statistical methods. We assessed similarities and differences in results from these two approaches and compared the present multisite findings to single-site studies using the same emotional faces task.

**MATERIALS AND METHODS**

**Participants**

This work comprised two studies of the multisite NAPLS investigation with two separate participant samples. Study 1 (“traveling participants study”) examined the reliability of activation across sites, participants, and testing days. Eight healthy participants were recruited (one from each of the eight sites) for the traveling participants component of the larger NAPLS study. Due to the significant travel requirement, only participants 18 years and older were recruited for that component. The traveling participants ranged in age from 20 to 31 years old (mean=26.9, S.D.=4.3). These eight participants traveled to all eight sites and were scanned twice on consecutive days at each site, yielding a set of 128 scans (eight participants × two scans × eight sites). All traveling participants completed all scans within four months (May through August of 2011). The order of visits to the eight sites was counterbalanced across participants.

Study 2 (“aggregation study”) examined fMRI activation when data from the eight NAPLS sites were aggregated. For the aggregation study, a total of 111 unique healthy controls between the ages of 12 and 33 years old (mean = 21.0, S.D. = 4.7) were scanned at the NAPLS site at which they were recruited (see Table I for sample sizes at each site).

For both samples, participants were excluded if they met DSM-IV criteria for a psychiatric disorder (as assessed with the Structured Clinical Interview for DSM-IV-TR; First et al., [2002] or Kiddie-Schedule for Affective Disorders and Schizophrenia; Kaufman et al., [1997]), had a first-degree relative with a current or past psychotic disorder, met prodromal criteria (as assessed by the Structured Interview for Prodromal Syndromes) [McGlashan et al., 2001], met criteria for substance dependence (in the past 6 months), had a neurological disorder, or had a Full Scale IQ <70 (as measured by the Wechsler Abbreviated Scale of Intelligence) [Wechsler, 1999].

All participants provided informed consent or assent for the study and were compensated for their participation. Participants were recruited from the community via advertising. Parental informed consent for minors was also obtained. The protocol was approved by Institutional Review Boards at all NAPLS sites.
Review Boards at the sites participating in the NAPLS, from which participants were drawn (Emory University, Harvard University, University of Calgary, University of California Los Angeles (UCLA), University of California San Diego, University of North Carolina (UNC), Yale University, Zucker Hillside Hospital).

**Task Design**

The experimental paradigm consisted of an emotional faces task [Hariri et al., 2000; Lieberman et al., 2007]. Participants viewed target faces or shapes while performing one of five tasks in each block of 10 trials (each trial was 5 s; i.e., 50-s blocks in randomized order). Emotion labeling involved choosing which of two labels (e.g., “angry,” “happy,” “scared,” “surprised”) described a target face. Gender labeling involved selecting the gender-appropriate name for a target face. Emotion matching involved choosing which of two faces displayed the same emotion as a target face. Gender matching involved selecting which of two faces was the same gender as a target face. Shape matching involved selecting which of two shapes was the same as a target shape. Directions for the task were reviewed prior to each scanning session.

The facial stimuli were chosen from a standardized set of images [Tottenham et al., 2009]. Half of the target faces in each condition were female and half were male. The target face depicted a negative emotional expression (i.e., fear or anger) in 80% of the trials comprising each condition. In the other 20% of trials, the target face consisted of a happy or surprised face. The emotion labels and gender names were matched on a number of dimensions (same number of words, word length; for each emotion label, there was a name that began with the same letter in the gender label condition). Correct responses were on the left 50% of the time and on the right 50% of the time. A given identity did not appear more than one time in any given block.

Each block began with a 3-s instruction cue to indicate the task condition, followed by 10 trials of that task, randomly selected from a pool of trials. Blocks were separated by a 10-s fixation crosshair. Each of the five conditions appeared once within each run. Each condition was represented in a separate block, such that five blocks comprised each run. Within each run, the order of the conditions was randomized. Participants completed two functional runs (i.e., two blocks, or 20 trials, of each condition). Responses were registered using a button box, and participants were told to respond as soon as they were sure of the correct answer. The stimuli remained on the screen for the entire 5-s duration of each trial. To minimize practice effects, four different versions of the task were used and counterbalanced across scans. In the four parallel versions, we systematically varied which identity appeared in which condition and which identity was paired with each facial expression.

Emotion labeling is considered to represent a form of incidental emotion regulation [Lieberman et al., 2007] and has been associated with increased activation in the IFG and dampening of amygdala activation, as well as decreases in negative emotion and reduced physiological responsivity [Lieberman et al., 2011; Tabibnia et al., 2008]. By contrast, emotion matching has been associated with increased amygdala activation, relative to emotion labeling. For these reasons, we focused on emotion labeling for the IFG and
emotion matching for the amygdala to probe amygdala-prefrontal circuitry in this study. In addition, we examined several regions that are commonly activated during emotion paradigms [Fusar-Poli et al., 2009; Kober et al., 2008; Phan et al., 2002] to enhance generalizability to other studies of emotion processing. Activation in the anterior cingulate cortex (ACC), insula, and fusiform gyrus was measured during emotion matching. Emotion matching was contrasted with the control condition of shape matching to isolate the processing of emotional faces while controlling for the process of matching. Emotion labeling was contrasted with the control condition of gender labeling to isolate emotion processing while controlling for the process of labeling. In addition, emotion labeling and emotion matching were directly contrasted. Emotion labeling and emotion matching were also compared with implicit baseline (consisting of unmodeled fixation events during the intertrial intervals). We selected these contrasts based on prior work with this task [Fakra et al., 2008; Hariri et al., 2000; Lieberman et al., 2007; Plichta et al., 2014].

Behavioral Data Analysis

For each participant, mean accuracy (percentage correct) and mean reaction time (RT) were calculated for each individual condition (i.e., emotion labeling, emotion matching, gender labeling, gender matching, shape matching) and across the entire task (mean performance across all five conditions). An analysis of variance (ANOVA) was used to examine potential differences in task performance (mean accuracy, mean RT) between sites.

Data Acquisition

Scanning was performed on Siemens Trio 3T scanners at UCLA, Emory, Harvard, UNC, and Yale, GE 3T HDx scanners at Zucker Hillside Hospital and UCSD, and a GE 3T Discovery scanner at Calgary. Due to longevity of the study and scanner repairs, data for eight participants (n = 2 at UCLA, n = 1 at Emory, n = 2 at Harvard, n = 1 at UCSD, n = 2 at Calgary) from the larger sample of healthy controls were collected on alternate scanners, and one traveling participant received both scans at Harvard on an alternate scanner. To facilitate reliability analyses, data from these scans were excluded from analysis for the current study. All Siemens sites used a 12-channel head coil and all GE sites used an 8-channel head coil. Head movements were restricted with foam padding. Anatomical reference scans were acquired first and used to configure slice alignment. A T2-weighted image (0.9-mm in-plane resolution) was acquired using a set of high-resolution echo planar (EPI) localizers (Siemens: TR/TE 6,310/67 ms, 30 4-mm slices with 1-mm gap, 220-mm FOV; GE: TR/TE 6,000/120 ms, 30 4-mm slices with 1-mm gap, 220-mm FOV). Functional scans matched the AC-PC aligned T2 image and utilized an EPI sequence (TR/TE 2,500/30 ms, 77 degree flip angle, 30 4-mm slices). The task consisted of two functional runs, each of 129 volumes. Stimuli were presented using a PC running E-Prime (Psychology Software Tools), and participants viewed the stimuli via LCD goggles (Resonance Technologies, Inc.).

fMRI Data Analysis

Functional image analysis was performed using FSL (FMRIB’s Software Library v. 4.0) [Smith et al., 2004]. Motion in EPI data was corrected using a six-parameter, rigid-body
three-dimensional coregistration (FLIRT; FMRIB’s Linear Image Registration Tool), which registered each BOLD image to the middle data point in the timeseries. Data were registered for each participant (EPI to participant’s T2-weighted structural image, then T2 to standard space brain) [Jenkinson and Smith, 2001; Jenkinson et al., 2002]. Data were spatially smoothed with a 5-mm (FWHM; full width at half maximum) Gaussian kernel and filtered with a nonlinear high-pass filter (120 s cutoff). Individual participant analyses used FEAT (FMRI Expert Analysis Tool).

Timeseries statistical analysis on each participant was performed using FILM (FMRIB’s Improved Linear Model) with local autocorrelation correction [Woolrich et al., 2001]. A univariate general linear model (GLM) was applied on a voxel-by-voxel basis such that each voxel’s timeseries was individually fitted to the resulting model, with local autocorrelation correction applied within tissue type to improve temporal smoothness estimation [Smith et al., 2004; Woolrich et al., 2001]. Each voxel’s goodness-of-fit to the model was estimated; resulting parameter estimates indicated the degree to which signal change could be explained by each model. Each condition was modeled separately, with each correct trial modeled in its entirety in a block design fashion. Motion parameters were entered as covariates to correct for head motion artifacts; volumes with motion exceeding 3 mm were excluded from analysis. For the traveling subjects study, 3 of the 128 scans (from three different participants) exceeded the motion threshold with 2, 4, and 45 of the 129 volumes excluded, respectively. Thus, for the entire set of the traveling subjects scans, the average % of excluded volumes was 0.3% (median = 0%, mode = 0%). For the aggregation study, 9 of the 111 participants exceeded the motion threshold, with an average of 4.7 (range = 2–7) of the 129 volumes excluded (mean % volumes censored for those nine participants = 3.6%). Thus, for the entire sample of the 111 participants, the average percentage of excluded volumes was 0.2% (median = 0%, mode = 0%). Resulting contrast images were entered into second-level analyses using a fixed effects model to combine functional runs for each participant and to allow for inferences at the group level. To correct for multiple comparisons, resulting Z-statistic images were thresholded using clusters determined by $Z > 2.3$ and a corrected cluster significance threshold of $P = 0.05$ (Forman et al., 1995; Friston, 1994; Worsley et al., 1992). Cluster $P$-values were determined using spatial smoothness estimation in FEAT (Forman et al., 1995; Friston, 1994; Jenkinson and Smith, 2001).

To check the quality of data and minimize variability between sites, a quality assurance protocol was implemented across sites. Functional data were checked for motion, artifacts, and the quality of skull stripping implemented in FSL, and data diagnostics were checked for each participant.

**Regions of Interest**

Regions of interest (ROI) were selected based on the primary findings of prior work [Hariri et al., 2000; Lieberman et al., 2007], which has consistently observed amygdala and IFG activation during the emotional faces task. Two types of ROI masks were examined: (1) anatomically defined masks and (2) combined functional and anatomical masks. Anatomically defined masks were created using the Harvard-Oxford Structural Atlas [Kennedy et al., 1998; Makris et al., 1999] for the amygdala, inferior frontal gyrus, ACC,
insula, and fusiform gyrus (labeled as temporal occipital fusiform cortex). Voxels with atlas-derived values corresponding to a probability greater than 25% of belonging to the given region were included. Combined anatomical and functional masks were created to probe specific regions of the anatomical structures that were activated during the present task. Specifically, a group activation map for all traveling participant scans (i.e., 128 scans) was used to provide a functional map for a given ROI. Based on prior work, the contrast of emotion labeling > baseline was used for the IFG and emotion matching > baseline was used for the amygdala. Group-level activation was evident at a cluster-corrected threshold of $z = 2.3$ for all regions, with the exception of the left amygdala ($z = 2.0$) and ACC (thus only an anatomical mask was used for the ACC). A convergence analysis was used to create a mask of the voxels that overlapped between the functional maps and anatomical masks for each of the ROI. See Supporting Information Methods for quality assessment of ROI definition.

FSL’s Featquery was used to warp ROIs back into each participant’s space by applying the inverse of the transformation matrix used during the initial registration. For each anatomical and combined anatomical/functional ROI, we obtained indices of activation using the contrasts of parameter estimates from both scans in a single scanning session (second-level fixed effects analysis). The motion-corrected, smoothed, and filtered data were probed for mean and maximum percent signal change for each contrast of interest. Amygdala habituation was calculated based on the amplitude difference between the first and second run of the task for each condition (Blackford et al., 2013; Plichta et al., 2014).

**STUDY 1: TRAVELING PARTICIPANTS STUDY**

**Determining Reliability Using G-Theory**

Reliability of activation for each ROI was assessed using the generalizability theory (G-theory) framework. G-theory was developed as an extension of classical test theory to recognize and model the multiple sources of measurement error that influence a measure’s reliability, or generalizability, and to allow estimation of reliability with respect to only those sources of error relevant to the research questions at hand [Barch and Mathalon, 2011]. Briefly, reliability assessment using G-theory includes a generalizability study (G-study) and a decision study (D-study). The G-study extends earlier ANOVA approaches to reliability by partitioning total variance in scores into the variance components associated with: (1) the main effect of person (i.e., the object of measurement); (2) the main effect of each characteristic feature of the measurement situation such as test site, test occasion, or test form, termed “facets” of measurement; and (3) their interactions. The objects of measurement (i.e., persons) are considered to be sampled from a population, and variability among persons is referred to as “universe score variance.” A “universe of admissible observations” is thus defined by all possible combinations of all the levels of the facets. G-theory describes the dependability or reliability of generalizations made from a person’s observed score to the score he or she would obtain in the broad universe of admissible observations.

G-theory distinguishes between reliability based on the relative standing of persons versus those based on the absolute value of a score in the subsequent D-study [Di Nocera et al., 2001]. For relative decisions, the estimated components of variance from the G-study are
used to compute a generalizability coefficient (G-coefficient), which is the ratio of the universe score variance to itself plus relative error variance. As such, the G-coefficient is an intraclass correlation and is analogous to a reliability coefficient in classical test theory. G-coefficients vary between 0 and 1 and describe the reliability of the rank ordering of individuals. The error term \( (\sigma^2_{rel}) \) of the G-coefficient, \( E^2_{G} \), arises from all the non-zero variance components associated with the rank ordering of individuals. Thus, variance components associated with the interaction of person with each facet or combination of facets define the error term. The G-coefficient is expressed as:

\[
E^2_{G} = \frac{\sigma^2_p}{\sigma^2_p + \sigma^2_{rel}}
\]

where \( \sigma^2_p \) represents the variance in scores due to person.

For absolute decisions, estimated components of variance from the G-study are used to compute an index of dependability (D-coefficient). The error term \( (\sigma^2_{abs}) \) of the D-coefficient \( (\phi) \) arises from all the variance components associated with the score aside from the component associated with the object of measurement. The D-coefficient represents the reliability of 1 observed value within the universe of admissible observations and similarly varies from 0 to 1. It is expressed as the following:

\[
\phi = \frac{\sigma^2_p}{\sigma^2_p + \sigma^2_{abs}}
\]

For a more detailed discussion of G-theory see Webb and Shavelson [2005].

**Statistical Analyses**

The G-study was performed using a two-facet Person (8 levels) × Site (8 levels) × Testing Day (2 levels) crossed design. Person represented the object of measurement and was crossed with the site and day facets. Thus, variance components were estimated for the main effects of person \( (\sigma^2_{p}) \), site \( (\sigma^2_{s}) \), and day \( (\sigma^2_{d}) \); the two-way interactions between person and site \( (\sigma^2_{ps}) \), person and day \( (\sigma^2_{pd}) \), and site and day \( (\sigma^2_{sd}) \); and the residual due to the person × site × day interaction and random error \( (\sigma^2_{psd,e}) \). The design can be summarized as:

\[
\sigma^2 (X_{psd}) = \sigma^2_p + \sigma^2_s + \sigma^2_d + \sigma^2_{ps} + \sigma^2_{pd} + \sigma^2_{sd} + \sigma^2_{psd,e}
\]

where \( X_{psd} \) represents the observed activation score for a person \( (p) \) at a site \( (s) \) on a testing day \( (d) \). All facets were specified as random to maximize generalizability of results to all conditions within facets, including those not explicitly included in the current study. The VARCOMP procedure in SAS with the restricted maximum likelihood method specified was used to estimate variance components for mean and maximum percent signal change for each ROI. In addition, the VARCOMP procedure was used to estimate variance components...
for accuracy and mean RT for each condition. Any observations excluded from analyses were treated as missing data by the VARCOMP procedure; variance components were estimated on remaining observations.

In the D-study, we investigated the extent to which both the relative ranking of persons and the absolute value of activation for each person was reliable, or generalizable, across scanning sites and test days. Estimated variance components from the G-study were, therefore, used to calculate G-coefficients and D-coefficients that describe the relative and absolute reliability, respectively, of the person effect for activation in each ROI across scanning sites and testing occasions. Reliability coefficients were interpreted using Cicchetti and Sparrow’s [1981] definition for judging the clinical significance of ICC values: <0.40 poor; 0.40–0.59 fair; 0.60–0.74 good; >0.74 excellent. G-Coefficients were calculated according to the following equation:

\[ E^2_p = \frac{\sigma^2_p}{\sigma^2_p + \frac{\sigma^2_{ps}}{n_s} + \frac{\sigma^2_{pd}}{n_d} + \frac{\sigma^2_{psd}}{n_s n_d}} \]

D-coefficients were calculated according to the following equation:

\[ \varphi = \frac{\sigma^2_p}{\sigma^2_p + \frac{\sigma^2_{ps}}{n_s} + \frac{\sigma^2_{pd}}{n_d} + \frac{\sigma^2_{psd}}{n_s n_d}} \]

In addition to calculating G-coefficients and D-coefficients of reliability, we also conducted an ANOVA for each ROI and contrast to test whether the effects of site, day, or a site-by-day interaction on percent signal change were significant.

STUDY 2: AGGREGATION STUDY

Aggregation of Multisite Data: Hierarchical Model for Image-Based Meta-Analysis

The image-based meta-analysis approach (IBMA) was selected based on prior research comparing different image-based strategies for pooling data across studies [Salimi-Khorshidi et al., 2009]. For each individual site, a mixed effects group-level analysis was performed using FLAME (FMRIB’s Local Analysis of Mixed Effects) [Behrens et al., 2003; Smith et al., 2004] with each participant’s data, including parameter and variance estimates for each contrast from the lower-level analysis. This interparticipant analysis for each site constituted the third level of fMRI analysis (following the first-level intra-participant modeling of each participant’s fMRI time series data and the second-level fixed effects analysis to combine data from both runs for each participant). The GLM for each site controlled for age and sex. To correct for multiple comparisons, resulting Z-statistic images were thresholded using clusters determined by Z > 2.3 and a corrected cluster significance threshold of P = 0.05 [Forman et al., 1995; Friston, 1994; Worsley et al., 1992]. Cluster P-values were determined using spatial smoothness estimation in FEAT [Forman et al., 1995; Friston, 1994; Jenkinson and Smith, 2001]. The resulting statistical data, which included the
combination of each participant’s effect estimates and standard errors to give a mean group effect size estimate and mixed effects variance for each site, were input into a fourth-level analysis constituting the IBMA. Specifically, the intersite meta-analysis was conducted using a previously specified hierarchical model for IBMA with FLAME [Salimi-Khorshidi et al., 2009]. The site-level effect sizes and variances were modeled to provide mixed effects inference using a mixed effects group-level analysis in FLAME. The GLM included a regressor to estimate the mean effect across sites.

Aggregation of Multisite Data: Mixed Effects Model Controlling for Site

As an alternative to IBMA, we also examined a standard GLM model that controls for site. This approach could be used in contexts in which a particular effect size is not estimable at one or more sites. Group analysis was performed using FLAME (FMRIB’s Local Analysis of Mixed Effects) [Behrens et al., 2003; Smith et al., 2004] with each participant’s data, including parameter and variance estimates for each contrast from the lower-level analysis. The GLM for each contrast of interest included regressors for each site, age, and sex. To correct for multiple comparisons, resulting Z-statistic images were thresholded using clusters determined by Z> 2.3 and a corrected cluster significance threshold of \( P = 0.05 \) [Forman et al., 1995; Friston, 1994; Worsley et al., 1992]. Cluster \( P \)-values were determined using spatial smoothness estimation in FEAT [Forman et al., 1995; Friston, 1994; Jenkinson and Smith, 2001].

Comparison of Maps From the IBMA to Mixed Effects Model Controlling for Site

To compare the IBMA and the mixed effects model controlling for site, we used the Dice similarity measure (DSM) [Bennett and Miller, 2010; Dice, 1945], a symmetric measure of the resemblance of two binary images that has been used in previous work to measure the number of activated voxels that are shared between two fMRI images [Salimi-Khorshidi et al., 2009]. The DSM coefficient ranges from 0 (indicating no overlap) to 1 (indicating perfect overlap). Z-statistic activation maps from the IBMA and covariance models were first combined to create a map of the union of overlapping voxel-wise activation for the group maps. Next, a count of the number of non-zero voxels was extracted from each of the z-statistic maps for the IBMA, covariance model, and union map, using fslmaths. The DSM coefficient was calculated for activation during each condition of interest with the following equation:

\[
DSM = \frac{2 \times |A \cap B|}{(|A| + |B|)}
\]

where A represents the z-statistic activation map from the IBMA and B represents the z-statistic activation map from the mixed effects model controlling for site. Thus, the DSM coefficient was calculated by dividing twice the number of overlapping voxels between the two images by the sum of the number of voxels in A and B separately.

The DSM coefficient does not distinguish between differences in spatial location versus extent; therefore, we also reported the percentage of overlapping voxels between the two approaches. For the calculation of percentage overlap, the numerator was the number of overlapping non-zero voxels between the two maps and the denominator was the number of
non-zero voxels in the map with fewer non-zero voxels (because this number would represent the maximum possible number of overlapping voxels).

**Testing the Effect of Site on Activation**

In the aggregation study, we also conducted an ANOVA for each ROI and contrast to test whether site had a significant effect on percent signal change, controlling for age and sex. The percent signal change data were derived from the ROI analyses and were separate from the GLM approaches that controlled for site at the whole-brain level.

**RESULTS**

**Participant Characteristics**

Demographic information for the aggregation (Study 1) sample and the traveling participants (Study 2) sample is presented in Table I. For the aggregation study sample, the age of the sample differed by site ($F(7,110) = 3.83, P = 0.001$).

**STUDY 1: TRAVELING PARTICIPANTS STUDY**

**Behavioral Performance in Traveling Participants Study**

In the traveling participants sample, participants performed the task with a mean accuracy of 97.2% (S.D. = 4.0) across all conditions (Table II); mean RT across all conditions was 1,377 ms (S.D. 5298). Mean accuracy and RT did not differ across sites in the traveling participants study (mean accuracy: $F(7,127) = 0.65, P = 0.71$; mean RT: $F(7,127) = 0.40, P = 0.90$). In addition, there were no between-site differences for the traveling participants on accuracy or RT for any of the individual conditions (all $P$ >0.05). There were also no differences in mean accuracy ($t(126) = 20.589, P = 0.56$) or mean RT ($t(126) = 0.289, P = 0.77$) from the first scanning day to the second scanning day. On average, scans were conducted at 12:45 pm (S.D. = 2:39; range = 8:04 am −7:40 pm). Mean scanning time did not significantly differ between subjects ($F(7,120) = 0.53, P = 0.81$). Mean scanning time differed between sites ($F(7,120) = 29.5, P <0.0001$). Mean accuracy and RT were not associated with time of day ($P = 0.85, P = 0.44$, respectively). The finding that accuracy and RT did not differ between sites held when covarying for time of day.

Variance components analysis was used to determine the proportion of variance attributable to the main effects of person, site, and day; the interactions of person × site, person × day, and site × day; and the residual due to the person × site × day interaction and random error for the behavioral performance indices and for activation in each ROI. Complete variance components results for accuracy and mean RT for each condition are shown in Supporting Information Table I.

For behavioral performance, person and a person-by-site interaction accounted for a substantial portion of the variance in accuracy across conditions (Fig. 1). Moreover, the percentage of variance accounted for by person was higher than variance accounted for by site by an order of magnitude. Person accounted for the majority of variance in RT, with percentages ranging from 60 to 85%. Person-by-site variance was minimal for RT. Similar to accuracy, person accounted for substantially greater variance than site for RT. Additional
plots show behavioral performance for each participant at each timepoint (see Supporting Information Fig. 2).

G-coefficients and D-coefficients were calculated to assess the relative and absolute reliability of behavioral performance, respectively (Fig. 2; Supporting Information Table I). G-coefficients ranged from $E_R^2=0.69$ (shape matching) to $E_R^2=0.82$ (emotion labeling) for accuracy and from $E_R^2=0.95$ (shape matching) to $E_R^2=0.98$ (emotion labeling, emotion matching, and gender matching) for RT. D-coefficients were highly similar. Thus, reliability was good or excellent for accuracy and RT in all conditions, indicating that behavioral performance during the emotional faces task was reliable in the current study design across scanning sites and days.

Reliability of Traveling Participants Data: Variance Components

Variance components analysis was used to determine the proportions of variance attributable to the main effects of person, site, and day; the interactions of person × site, person × day, and site × day; and the residual due to the person × site × day interaction and random error for mean and maximum activation in each ROI (Fig. 3). Results indicated that person-related factors accounted for a greater portion of variance compared with site-related factors across the majority of ROIs. For example, a greater proportion of variance was attributable to the person than site factor for 79% of the ROIs. On average, the proportion of variance in activation attributed to person was 11-fold larger than that attributed to site. In some cases, variance due to person was an order of magnitude higher than variance due to site. For all ROIs, the residual variance term, which includes variance due to the three-way person-by-day-by-site interaction, was the largest variance component. The person and person-by-site factors accounted for a considerable portion of the variance not attributed to the three-way interaction. Similar patterns were observed for amygdala habituation (Supporting Information Fig. 3). Overall, the proportion of variance attributed to person was larger for maximum than mean activation measures but was comparable for the anatomical and combined masks. See Supporting Information Table II for complete variance components results for each ROI and task contrast.

Variance component estimates were subsequently used to calculate G-coefficients and D-coefficients for activation in each ROI, reflecting the relative and absolute agreement of the person effect across sites and days, respectively (Fig. 4). Reliability of activation ranged from poor to excellent, depending on the ROI, task condition, and activation measure. Maximum activation measures generally showed stronger reliability than mean activation measures. For mean activation in the IFG during emotion labeling relative to implicit baseline, G-coefficients were $E_R^2=0.30$, 0.38, 0.30, and 0, for the combined right mask, anatomical right mask, combined left mask, and anatomical left mask, respectively. For maximum activation in the IFG during emotion labeling relative to implicit baseline, G-coefficients were $E_R^2=0.64$, 0.45, 0.83, and 0.57 for the combined right mask, anatomical right mask, combined left mask, and anatomical left mask, respectively. Contrasts of emotion labeling compared with gender labeling or emotion matching produced similar results. D-coefficients were highly similar to G-coefficients for both mean and maximum
activation in all ROIs and across contrasts (G- and D-coefficients for all regions and contrasts are shown in Supporting Information Table II).

For the amygdala, reliability of habituation was generally higher than mean (but not maximum) activation. Reliability was typically higher for the right than left amygdala for both activation and habituation. For habituation (mean) in the right amygdala, G-coefficients were $E^2_p=0.71$ for the combined mask and $E^2_p=0.25$ for the anatomical mask. Similar results were observed for habituation during emotion matching relative to shape matching. For mean activation in the right amygdala, G-coefficients were $E^2_p=0.41$ for the combined mask and $E^2_p=0.44$ for the anatomical mask during emotion matching relative to implicit baseline. For maximum activation in the right amygdala, G-coefficients were $E^2_p=0.74$ for the combined mask and $E^2_p=0.82$ for the anatomical mask during emotion matching relative to implicit baseline. Although reliability was high for maximum measures of amygdala activation across all contrasts, G-coefficients were more variable for mean activation depending on the contrast. Reliability was generally higher for emotion matching when compared with implicit baseline than when compared with shape matching.

During emotion matching relative to implicit baseline, G-coefficients for the ACC were $E^2_p=0.55$ and 0.52 for mean activation and $E^2_p=0.76$ and 0.61 for maximum activation in the left and right anatomical masks, respectively. G-coefficients for the insula were $E^2_p=0.42$, 0, 0, and 0 for mean activation and $E^2_p=0.47$, 0.49, 0.79, and 0.85 for maximum activation in the combined left, combined right, anatomical left, and anatomical right masks, respectively. G-coefficients for the fusiform gyrus were $E^2_p=0.75$, 0.83, 0.79, and 0.82 for mean activation and $E^2_p=0.62$, 0.91, 0.78, and 0.88 for maximum activation in the combined left, combined right, anatomical left, and anatomical right masks, respectively. Results were similar for the contrast of emotion matching versus shape matching.

Results indicate that the relative ranking of persons was reliable, or generalizable, in the current study design across scanning sites and days for core emotion processing ROIs during relevant task conditions. Specifically, generalizability ICCs reflected the reliability of activation for the amygdala during emotion matching (typically higher for habituation than amplitude of mean activation) and the IFG during emotion labeling. Strong generalizability was also evident for the ACC, insula, and fusiform gyrus during emotion matching. Consistent with the greater proportion of variance attributed to person for maximum activation measures, the relative ranking of persons was more generalizable (with the majority in the good or excellent range) for maximum activation measures than mean activation measures across ROIs.

A GLM tested whether the effects of site, day, or a site-by-day interaction were significant for the amygdala and IFG for each contrast. For mean activation, the effect of site was significant for 1 of 20 measures, day for 1 of 20, and site × day for 1 of 20. For maximum activation, the effect of site was significant for 3 of 20 measures, day for 4 of 20, and site × day for 0 of 20 (Supporting Information Table III for specific regions and contrasts).
results suggest that activation measures rarely differed significantly between sites or between the first and second scan days.

**STUDY 2: AGGREGATION STUDY**

**Behavioral Performance in the Aggregation Study**

Participants performed the task with a mean accuracy of 96.2% (S.D. = 4.0) across all conditions in the sample used in the study of data aggregation (Table II). Mean RT across all conditions was 1,454 ms (S.D. 258). Mean accuracy and RT did not differ across sites (mean accuracy: $F(7,110) = 0.53, P = 0.81$; mean RT: $F(7,110) = 0.67, P = 0.70$). Nonparametric statistical tests (Kruskal-Wallis) confirmed that mean accuracy and RT did not differ between sites ($P = 0.95$, $P = 0.76$, respectively). In addition, there were no between-site differences on accuracy or RT for any of the individual conditions (all $p$s > 0.05).

**Aggregation of Multisite Data**

Results of the hierarchical model for IBMA and the mixed effects model controlling for site both showed robust activation in expected regions during the emotional faces task. Moreover, there was high correspondence between the approaches in the spatial localization of activation in cluster-based results (Fig. 5; Table III for complete details of regions). For both methods, emotion labeling relative to implicit baseline was associated with increased activation in IFG, orbitofrontal gyrus, lateral occipital cortex, occipital pole, amygdala, thalamus, superior parietal lobe, precentral gyrus, middle frontal gyrus, paracingulate gyrus, and superior frontal gyrus. During emotion matching relative to implicit baseline, activation in the amygdala, thalamus, paracingulate gyrus, supplementary motor cortex, middle frontal gyrus, IFG, occipital pole, and lateral occipital cortex was increased using both methods. For emotion labeling and emotion matching relative to implicit baseline, increased activation in frontal pole was uniquely observed in the IBMA. Directly contrasting emotion labeling with emotion matching resulted in activation in regions such as the IFG, orbitofrontal cortex, postcentral gyrus, central opercular cortex, and insula across both approaches. The IBMA analysis also showed activation in the lingual gyrus and precentral gyrus.

Higher-order contrasts of the emotion conditions with control conditions showed more circumscribed clusters of activation than the comparisons with implicit baseline. Results were highly similar for the IBMA model and the mixed effects model controlling for site. Specifically, emotion labeling versus gender labeling was associated with activation in the IFG, orbitofrontal cortex, middle temporal gyrus, and lateral occipital cortex. The IBMA analysis also showed activation in the superior frontal gyrus and paracingulate gyrus. For emotion matching versus shape matching, both approaches showed activation in the amygdala, thalamus, fusiform gyrus, angular gyrus, middle temporal gyrus, lateral occipital cortex, IFG, orbitofrontal cortex, and paracingulate gyrus. The mixed effects model covarying for site also showed activation in the superior parietal lobule.

The DSM coefficient was used to quantify voxelwise overlap between the thresholded images produced by the two approaches for each contrast. Consistent with the high correspondence between approaches in the spatial localization of activation in cluster-based
results, DSM coefficients for each contrast revealed a high degree of overlap between the non-zero voxels in the maps from each approach (Table IV). For example, the DSM coefficient for the comparison of the IBMA and mixed effects model was 0.84 for emotion labeling and 0.91 for emotion matching (relative to implicit baseline). Given that the DSM coefficient can range from 0 to 1.0, with 1.0 indicating perfect similarity between two sets, this demonstrates a high degree of similarity in results from the two methods of multisite data aggregation. In the aggregation study, we tested whether site significantly related to mean percent signal change for any of the ROIs for each contrast using an ANOVA that controlled for age and sex. The site effect was significant for 2 of the 20 mean activation measures and 2 of the 20 maximum activation measures (Supporting Information Table IV for specific regions and contrasts).

DISCUSSION

Given notable contributions of multisite neuroimaging and the limited extant research about the reliability of multisite fMRI in the domain of emotion processing, this study aimed to characterize the reliability of BOLD activation during a commonly used emotional faces fMRI task and compare two statistical methods for aggregating data across sites. Variance components analysis from the traveling participants study showed that person-related variation in BOLD signal was substantially greater than site-related variation for both emotion labeling and emotion matching. On average, the proportion of variance in activation attributed to person was 11-fold larger than that attributed to site. Though the reliability of activation varied from poor to excellent depending on the region and task contrast, generalizability and dependability ICCs demonstrated the reliability of the person effect for the amygdala, IFG, ACC, insula, and fusiform gyrus during the primary conditions in which they were expected to be recruited. In the aggregation study, fMRI data for all healthy individuals recruited as control participants in the NAPLS study were aggregated across sites using IBMA and a mixed effects model controlling for site. Robust activation of regions such as the amygdala and IFG was observed in both approaches, and the DSM coefficient confirmed a high degree of spatial overlap in results. Taken together, the present work suggests that it is possible to obtain reliable signal and robust activation in core emotion processing regions during relevant task conditions in the present multisite design and supports the use of the emotional faces task in future neuroimaging studies that would benefit from the advantages of a multisite investigation.

Using reliability analyses within a G-theory framework for the traveling participants sample, the present results suggested that activation during emotion processing was reliable across scanning sites and testing days. Consistent with prior studies examining variance components of the BOLD response [Brown et al., 2011; Costafreda, 2009; Gountouna et al., 2010; Yendiki et al., 2010], variance components analysis demonstrated that person-related variability was greater than site-related variability across the majority of ROIs. In some cases, variance due to the person effect was an order of magnitude higher than variance due to the site effect. These results suggest that person-related variability can be large enough and site-related variability small enough for the effective aggregation of data across sites. G-coefficients and D-coefficients demonstrated substantial variation in the reliability of the person effect for activation depending on the ROI, task condition, and measure of activation.
In this study, person-related variance was substantially higher for maximum percent signal change than for mean percent signal change. A higher ICC and the ability to generalize beyond a given site and testing day depend on sufficient variability in the measure of interest. Consistently, maximum measures of activation may ensure more variation because the voxel of maximum change can differ between scans and participants, whereas mean activation is averaged across the same voxels at each measurement. Several prior studies of multisite reliability have observed comparable reliability for maximum percent signal change in other cognitive domains [Costafreda et al., 2007; Friedman et al., 2008; Yendiki et al., 2010]. Although fMRI studies have traditionally relied on mean percent signal change, the current findings suggest that maximum percent signal change may be a more reliable measure for the emotional faces task. In addition, masks defined anatomically and masks defined by the intersection of anatomical structures with functional maps yielded similar results for variance components estimates and the reliability of the person effect for activation.

Reliability is frequently higher in regions that are more robustly activated by an fMRI task [Bennett and Miller, 2010; Brown et al., 2011; Caceres et al., 2009]. Thus, we focused on the amygdala during emotion matching and the IFG during emotion labeling for this study, consistent with prior research showing robust activation during these task conditions in healthy controls [Hariri et al., 2000; Lieberman et al., 2007]. To inform research using other emotion tasks, we also examined the ACC, insula, and fusiform gyrus during emotion matching. The present task robustly activated the fusiform gyrus and insula, but not the ACC. Nevertheless, our findings suggest that BOLD signal in these regions was consistent across scanning sites and testing days. Though prior research on the reliability of BOLD signal during emotion-related tasks in multisite studies is limited, an investigation using a sad affect paradigm showed a stronger contribution of the person effect to variance in activation for the prefrontal cortex than the amygdala [Suckling et al., 2008]. Cognitive tasks often show lower signal reliability relative to motor and sensory tasks [Bennett and Miller, 2010]; thus, the nature of emotion processing tasks might limit reliability. Nevertheless, the current results are encouraging in that they demonstrate that it is possible to achieve fair to excellent reliability in various regions central to emotion processing during specific task conditions.

Prior single-site studies of the test-retest reliability of the amygdala have found limited reliability for activation, though ICCs values have ranged from poor to excellent depending on the study, contrast, and population. Based on these prior single-site studies [Johnstone et al., 2005; Lipp et al., 2014; Plichta et al., 2012; Sauder et al., 2013; Van den Bulk et al., 2013], the reliability coefficients for amygdala activation in this study fall within the expected range. Activation was more stable in the right amygdala than the left amygdala, consistent with prior work using the same task (Manuck et al., 2007; Plichta et al., 2014), which may be due to high visuospatial demands of emotion matching rather than underlying neural properties. It has also been suggested that amygdala activation is more reliable to fearful faces than other facial expressions (Sauder et al., 2013; Stark et al., 2004); however, the current block design precluded comparisons by emotional expression. Importantly, the present multisite investigation found that amygdala habituation was a more reliable measure than mean activation, consistent with a prior singlesite study using the same task [Plichta et
al., 2014]. These findings point to the importance of examining habituation in the amygdala in future studies using emotional face paradigms.

Another fundamental aspect of multisite evaluation is the extent to which multisite results replicate functional activation in regions that are spatially consistent and known to be functionally important for the task based on single-site studies. In the second study, both the IBMA and mixed effects model controlling for site produced robust activation consistent with regions expected based on prior studies. Specifically, emotion labeling was found to increase activation in the IFG, consistent with prior evidence that this region plays a critical role in labeling emotions and dampening amygdala activation during the task [Lieberman et al., 2007]. Moreover, emotion matching increased activation in the amygdala, consistent with numerous studies demonstrating that the emotion matching condition robustly activates the amygdala [Fakra et al., 2008; Gee et al., 2012; Hariri et al., 2000; Klumpp et al., 2012; Lieberman et al., 2007]. These findings suggest that the emotional faces task produces consistent results for activation when data are aggregated across different sites with different scanners. Comparing methods for aggregating data is also an important step to ensure that statistical approaches are valid. Prior research comparing image-based versus coordinate-based methods for aggregating fMRI data across sites demonstrated a clear advantage for the IBMA method for minimizing information loss while accounting for differences between sites; however, it may not be possible to conduct a hierarchical analysis of group maps generated for every site (e.g., if one site contributes control participants but few or no patient participants). Using a mixed effects model controlling for site would allow data from such a site to be aggregated without requiring an underpowered case-control contrast. Results from the IBMA and mixed effects model controlling for site in this study demonstrated a high degree of overlap (DSM=0.84 for emotion labeling; DSM=0.91 for emotion matching, relative to implicit baseline), and both exhibited robust effects of BOLD response in expected task-related regions. The present findings suggest that controlling for site within a mixed effects model may provide an alternative approach that yields similar results for use in specific cases that render an IBMA impractical. Thus, the present findings suggest that either model would provide a valid method for aggregating data in the NAPLS study and may inform future methods for the aggregation of fMRI data across multiple scanning sites.

The present findings may also facilitate strategic decisions regarding the design of future multisite fMRI investigations. In addition to substantial variance due to participant effects, the findings from the traveling participants study indicated a high percentage of variance due to an interaction between person and site, as well as to a three-way interaction between person, site, and day. The overall pattern of the present results, with substantial contributions of participant and interactions between participant, site, and day, with little contribution due to site, replicates prior findings on the reliability of activation during working memory tasks [Brown et al., 2011; Yendiki et al., 2010]. Similarly, prior studies of fMRI reliability have reported that error constituted the majority of variance [e.g., Brown et al., 2011; Suckling et al., 2008; Yendiki et al., 2010]. The present results and use of G-theory provide greater specificity to examine the interactions underlying the greatest portion of variance. The substantial contribution of a participant-by-site interaction and a participant-by-site-by-day interaction to the variance in the present investigation suggests that the rank ordering of activation among individual participants differed across sites and scanning sessions within a
single site. However, the greater magnitude of variance due to the participant-by-site interaction, relative to site alone, indicates that variability between data acquired at different sites was due more to individual participants producing different BOLD responses on different occasions rather than to overall site differences. Substantial variability in working memory paradigms has also been attributed to a participant-by-site interaction, with numerous possible explanations [Brown et al., 2011; Forsyth et al., 2014; Yendiki et al., 2010]. For example, it may be that procedures (e.g., participant placement) or magnet stability changed over time at different sites, or that participants exhibited individual differences in the consistency of their performance across sites. Although it may be that participants responded differently across time due to learning effects, this possibility is limited in this study by the fact that site order was counterbalanced across participants. Although the effect of day was generally nonsignificant, it might also be that a greater test-retest interval between scans would reduce the possibility of habituation effects. Future studies may reduce participant-by-site variance through rigorous efforts to maintain the same procedures and ensure compliance with the task. Moreover, because the effects of site and day were rarely significant, it is likely that the variance attributed to the participant-by-site-by-day interaction relates to factors that differed by site and day within participants, which are often difficult to measure (e.g., variation in attention and arousal, caffeine, sleep, diet, nicotine, time of day of the scan). A future study that controls for these factors would provide insight into this variance, which is likely to be person-related. Although high unexplained variance is a concern of fMRI studies generally, results from the current and prior studies suggest that results from standard tasks are often similar across scanners and can nevertheless yield important insights into differences in brain activation between control and patient groups.

Behavioral results demonstrated that participants performed with a high level of accuracy overall and for each condition, consistent with prior findings from the same task [Lieberman et al., 2007]. Moreover, results showed consistent performance for accuracy and RT across sites. Variance components analysis of the behavioral measures demonstrated high person-related variance and extremely low site-related variance, with variance due to participant especially high for RT. Moreover, generalizability and dependability ICCs demonstrated good to excellent reliability of the person effect for both accuracy and RT across conditions. The data do not suggest that there were considerable effects of practice or learning despite the repetition of the task, which may suggest that the task is well-suited for longitudinal or within-participant designs.

Several limitations of this study warrant further consideration in future work. Two runs of fMRI data were collected during each scan in this study; however, prior work suggests that averaging across additional runs increases reliability [Brown et al., 2011; Friedman et al., 2008]. Given the limited number of trials for each condition, reliability in this study may have been higher with more fMRI data. In addition, measures of spatial overlap such as the DSM will be limited by the threshold used in the imaging analyses. As in previous investigations of multisite fMRI [e.g., Brown et al., 2011; Costafreda, 2009; Gountouna et al., 2010; Suckling et al., 2008; Sutton et al., 2008], the ROIs used in this study were created based on predefined anatomical structures or group-level functional results. The possibility that ROI masks did not contain all locations of activation in some cases, or contained too...
many voxels in other cases, may have limited the ability to capture within-participant, across-session variability and thus contributed to the substantial effect of the participant-by-site-by-day interaction. Though it would be ideal to use participant-specific anatomy and functional maps to define ROIs, the present approach allowed us to examine the reliability of fMRI in the context of standard practice. We conducted secondary analyses to test the accuracy of the backwarping of standard anatomical ROIs onto each participant’s individual anatomy and observed a high degree of alignment. Despite advantages of G-theory methods for assessing reliability in fMRI, it is important to note that this approach assumes that site is a random effect and aims to measure how well activation would generalize from the case when all subjects are scanned at a different single scanner to the case when all subjects are scanned on all possible scanners. Finally, the feasibility of having a larger sample of participants travel to each of the NAPLS sites was limited. Thus, the sample size of the traveling participant component of the study was relatively small, and demographic variance between the traveling participants may have been low relative to the general population.

Given the essential role of variance in determining reliability, oversampling of similar individuals can lead to underestimates of reliability coefficients. It may be that confidence intervals on reliability measures included zero in the current investigation. Future studies with more participants will be useful to further assess between-site variability. It is also important to note that multisite investigations do not necessarily provide higher power per se because the power may be reduced due to the addition of site-related variance [e.g., Suckling et al., 2008]. Thus, multisite studies might require oversampling participants to account for the added variance of site. In this study, power analyses showed that, on average, the multisite analysis required 2.8% more participants to detect an effect than at a single site (See Supporting Information Results). This finding is consistent with prior research suggesting that approximately 10% more participants are needed for a multisite study [Suckling et al., 2008].

**CONCLUSION**

The present multisite investigation of an emotional faces task demonstrates the feasibility of aggregating fMRI data acquired across multiple sites to produce robust examinations of activation. Multiple methods for combining data across sites produced encouraging results of multisite effects that are consistent with prior single-site findings, and these results may inform future approaches to analyzing multisite fMRI data. Moreover, measures of activation exhibited substantially greater person-related variance than site-related variance, suggesting that person-related variability is adequate to compensate for site-related differences. In addition, these findings extend the investigation of multisite reliability to emotion processing, which is likely to be a critical area of study as brain imaging continues to expand in the domains of social cognition and clinical neuroscience. Despite variation in the reliability of BOLD signal depending on the region and condition, when taken together, the present results show that it is possible to observe robust and reliable activation for core emotion processing regions during relevant task conditions in a multisite investigation. In conjunction with the current task’s widespread use with both healthy controls [Creswell et al., 2007; Lieberman et al., 2007; Payer et al., 2012] and clinical populations to date [Fakra et al., 2008; Foland-Ross et al., 2012; Gee et al., 2012; Kircanski et al., 2012; Payer et al.,...
the present findings suggest that the multisite implementation of the emotional faces task would be appropriate and valuable to the field. The present findings have important implications for the future design of multisite neuroimaging studies, which are likely to facilitate scientific discovery in the study of large samples that would be difficult to recruit at a single site, such as unique clinical populations.
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Figure 1.
Sources of variance for task performance. For both accuracy and RT, person-related factors accounted for substantially greater variance than site-related factors in all conditions of the emotional faces task.
Figure 2.
Reliability of performance on the emotional faces task. G-coefficients and D-coefficients were in the good to excellent range (range: 0.69–0.98) for accuracy and RT across conditions, indicating that behavioral performance on the emotion processing task was reliable in the current study design across scanning sites and days.
Figure 3.
Sources of variance for functional activation. Variance components analysis of activation measures revealed that variance due to person-related factors was substantially greater than variance due to site. A person-by-day-by-site interaction accounted for considerable variance in activation across ROI. Person-related factors accounted for greater variance in maximum than mean activation measures.
Figure 4.
Reliability for functional activation. G-coefficients and D-coefficients showed that the reliability of activation varied by region and condition. A) During emotion labeling versus implicit baseline, G-coefficients for the IFG ranged from $E_{G}^2=0$ to $E_{G}^2=0.38$ for mean activation and from $E_{G}^2=0.45$ to $E_{G}^2=0.83$ for maximum activation. During emotion matching versus implicit baseline, G-coefficients for the right amygdala ranged from $E_{G}^2=0$ to $E_{G}^2=0.82$ for mean activation and from $E_{G}^2=0.28$ to $E_{G}^2=0.82$ for maximum activation,
and $E^2_{\rho}=0.25$ to $E^2_{\rho}=0.71$ for habituation (mean) and $E^2_{\rho}=0$ to $E^2_{\rho}=0.77$ for habituation (maximum). B) During emotion matching versus implicit baseline, G-coefficients ranged from $E^2_{\rho}=0.52$ to $E^2_{\rho}=0.55$ for mean activation and from $E^2_{\rho}=0.61$ to $E^2_{\rho}=0.76$ for maximum activation for the ACC, from $E^2_{\rho}=0$ to $E^2_{\rho}=0.42$ for mean activation and from $E^2_{\rho}=0.47$ to $E^2_{\rho}=0.85$ for maximum activation for the insula, and from $E^2_{\rho}=0.75$ to $E^2_{\rho}=0.83$ for mean activation and from $E^2_{\rho}=0.62$ to $E^2_{\rho}=0.91$ for maximum activation for the fusiform gyrus.
Figure 5.
Functional activation maps in the aggregation study. The IBMA and mixed effects model controlling for site produced similar results for functional activation during emotion processing. Effects of activation were robust in regions previously identified in single-site studies using this task, namely the amygdala and IFG. Outlines of the ROIs for the amygdala and IFG are overlaid (anatomical masks in dark blue, combined functional and anatomical masks in light blue).
<table>
<thead>
<tr>
<th></th>
<th>Traveling participants study</th>
<th>Aggregation study</th>
<th>Site 1</th>
<th>Site 2</th>
<th>Site 3</th>
<th>Site 4</th>
<th>Site 5</th>
<th>Site 6</th>
<th>Site 7</th>
<th>Site 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>8</td>
<td>111</td>
<td>11</td>
<td>15</td>
<td>16</td>
<td>18</td>
<td>18</td>
<td>7</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>Age</td>
<td>26.9 (4.3)</td>
<td>21.04 (4.7)</td>
<td>19.8 (3.2)</td>
<td>22.9 (5.5)</td>
<td>19.9 (3.9)</td>
<td>17.6 (2.4)</td>
<td>20.8 (3.0)</td>
<td>21.9 (5.2)</td>
<td>24.6 (5.9)</td>
<td>22.7 (5.1)</td>
</tr>
<tr>
<td>Sex</td>
<td>4F/4M</td>
<td>48F/63M</td>
<td>3F/8M</td>
<td>6F/9M</td>
<td>8F/8M</td>
<td>8F/10M</td>
<td>6F/12M</td>
<td>2F/5M</td>
<td>5F/6M</td>
<td>10F/5M</td>
</tr>
<tr>
<td></td>
<td>Overall</td>
<td>Emotion labeling</td>
<td>Emotion matching</td>
<td>Gender labeling</td>
<td>Gender matching</td>
<td>Match forms Shape matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>---------</td>
<td>------------------</td>
<td>------------------</td>
<td>-----------------</td>
<td>----------------</td>
<td>-----------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Traveling participants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>97.2 (4.0)</td>
<td>97.3 (5.2)</td>
<td>96.9 (5.5)</td>
<td>97.1 (4.8)</td>
<td>97.1 (6.7)</td>
<td>97.4 (5.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT</td>
<td>1,377 (298)</td>
<td>1,511 (330)</td>
<td>1,817 (414)</td>
<td>1,303 (308)</td>
<td>1,193 (340)</td>
<td>1,056 (281)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Aggregation study</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>96.2 (4.0)</td>
<td>95.9 (5.6)</td>
<td>93.2 (9.4)</td>
<td>98.0 (4.5)</td>
<td>96.7 (8.7)</td>
<td>97.3 (4.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT</td>
<td>1,454 (258)</td>
<td>1,576 (276)</td>
<td>1,850 (372)</td>
<td>1,387 (278)</td>
<td>1,263 (328)</td>
<td>1,191 (249)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE III
Regions of activation for IBMA and mixed effects model controlling for site in the aggregation study

<table>
<thead>
<tr>
<th>Activation</th>
<th>Region</th>
<th>Image-based meta-analysis</th>
<th>Mixed effects covariance model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Region, Z max, Peak voxel, Cluster size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotion Labeling&gt;Baseline</td>
<td>Lateral occipital cortex, occipital pole, amygdala, thalamus (bilateral)</td>
<td>Z max = 23, Peak voxel = −24, −94, −2, Cluster size = 21,937</td>
<td>Lateral occipital cortex, occipital pole (bilateral)</td>
</tr>
<tr>
<td></td>
<td>Superior parietal lobe (left)</td>
<td>Z max = 8.58, Peak voxel = −28, −50, 42, Cluster size = 6,195</td>
<td>Precentral gyrus, middle frontal gyrus, inferior frontal gyrus, orbitofrontal cortex (left)</td>
</tr>
<tr>
<td></td>
<td>Precentral gyrus, middle frontal gyrus, inferior frontal gyrus, orbitofrontal cortex (right)</td>
<td>Z max = 9.2, Peak voxel = 44, 8, 34, Cluster size = 3,739</td>
<td>Precentral gyrus, middle frontal gyrus, inferior frontal gyrus, orbitofrontal cortex (right)</td>
</tr>
<tr>
<td></td>
<td>Paracingulate gyrus, superior frontal gyrus (bilateral)</td>
<td>Z max = 7.51, Peak voxel = −6, 12, 48, Cluster size = 812</td>
<td>Amygdala, thalamus (left)</td>
</tr>
<tr>
<td></td>
<td>Frontal pole (bilateral)</td>
<td>Z max = 6.82, Peak voxel = 6, 52, 28, Cluster size = 398</td>
<td>Amygdala, thalamus (right)</td>
</tr>
<tr>
<td></td>
<td>Superior parietal lobule (right)</td>
<td>Z max = 6.26, Peak voxel = 26, −56, 44, Cluster size = 359</td>
<td>Paracingulate gyrus, superior frontal gyrus (bilateral)</td>
</tr>
<tr>
<td>Emotion Matching&gt;Baseline</td>
<td>Lateral occipital cortex, occipital pole, amygdala, thalamus (bilateral)</td>
<td>Z max = 24.3, Peak voxel = −26, −94, 0, Cluster size = 53,441</td>
<td>Lateral occipital cortex, occipital pole, amygdala, thalamus (bilateral)</td>
</tr>
<tr>
<td></td>
<td>Paracingulate gyrus, supplementary motor cortex, middle frontal gyrus, inferior frontal gyrus (bilateral)</td>
<td>Z max = 9.41, Peak voxel = −8, 10, 46, Cluster size = 1,340</td>
<td>Paracingulate gyrus, supplementary motor cortex, middle frontal gyrus, inferior frontal gyrus (bilateral)</td>
</tr>
<tr>
<td></td>
<td>Frontal pole (right)</td>
<td>Z max = 6.53, Peak voxel = 10, 64, 26, Cluster size = 390</td>
<td>Superior parietal lobule (left)</td>
</tr>
<tr>
<td>Emotion Labeling&gt;Emotion Matching</td>
<td>Postcentral gyrus, central opercular cortex, Heschl’s gyrus, insula (left)</td>
<td>Z max = 5.56, Peak voxel = −56, −14, 18, Cluster size = 2,108</td>
<td>Postcentral gyrus, central opercular cortex, Heschl’s gyrus, insula (left)</td>
</tr>
<tr>
<td></td>
<td>Postcentral gyrus, central opercular cortex, Heschl’s gyrus, insula (right)</td>
<td>Z max = 4.91, Peak voxel = 46, −8, 6, Cluster size = 1,174</td>
<td>Postcentral gyrus, central opercular cortex, Heschl’s gyrus, insula (right)</td>
</tr>
<tr>
<td></td>
<td>Orbitofrontal cortex, inferior frontal gyrus (left)</td>
<td>Z max = 6.94, Peak voxel = −60, 28, −6, Cluster size = 755</td>
<td>Medial frontal cortex, paracingulate gyrus (bilateral)</td>
</tr>
<tr>
<td></td>
<td>Medial frontal cortex, paracingulate gyrus (bilateral)</td>
<td>Z max = 6.45, Peak voxel = 0, 48, −10, Cluster size = 425</td>
<td>Orbitofrontal cortex, inferior frontal gyrus (left)</td>
</tr>
<tr>
<td></td>
<td>Precentral gyrus</td>
<td>Z max = 4.89, Peak voxel = 2, −24, 50, Cluster size = 385</td>
<td>Medial frontal cortex, paracingulate gyrus (bilateral)</td>
</tr>
<tr>
<td></td>
<td>Lingual gyrus</td>
<td>Z max = 3.94, Peak voxel = −30, −52, 4, Cluster size = 188</td>
<td>Superior parietal lobule (right)</td>
</tr>
<tr>
<td>Activation</td>
<td>Region</td>
<td>Image-based meta-analysis</td>
<td>Mixed effects covariance model</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td></td>
<td>Region</td>
<td>Z max</td>
<td>Peak voxel</td>
</tr>
<tr>
<td>Emotion Labeling &gt; Gender Labeling</td>
<td>Inferior frontal gyrus, orbitofrontal cortex (right)</td>
<td>7.15</td>
<td>52, 24, 8</td>
</tr>
<tr>
<td></td>
<td>Inferior frontal gyrus, orbitofrontal cortex (left)</td>
<td>6.02</td>
<td>−54, 14, 14</td>
</tr>
<tr>
<td></td>
<td>Middle temporal gyrus, lateral occipital cortex (right)</td>
<td>5.74</td>
<td>50, −44, 6</td>
</tr>
<tr>
<td></td>
<td>Middle temporal gyrus, lateral occipital cortex (left)</td>
<td>5.3</td>
<td>−56, −62, 6</td>
</tr>
<tr>
<td></td>
<td>Superior frontal gyrus, paracingulate gyrus (bilateral)</td>
<td>4.43</td>
<td>4, 20, 52</td>
</tr>
<tr>
<td>Emotion Matching &gt; Shape Matching</td>
<td>Lateral occipital cortex, occipital pole, middle temporal gyrus, angular gyrus, fusiform gyrus, thalamus, amygdala (bilateral)</td>
<td>22.2</td>
<td>−26, −94, 0</td>
</tr>
<tr>
<td></td>
<td>Paracingulate gyrus, supplementary motor cortex, middle frontal gyrus, superior frontal gyrus, inferior frontal gyrus, orbitofrontal cortex, precentral gyrus (bilateral)</td>
<td>8.95</td>
<td>−6, 20, 44</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE IV

DSM coefficients for aggregation across site

<table>
<thead>
<tr>
<th>Contrast</th>
<th>DSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotion labeling&gt;Baseline</td>
<td>0.84</td>
</tr>
<tr>
<td>Emotion matching&gt;Baseline</td>
<td>0.91</td>
</tr>
<tr>
<td>Emotion labeling&gt;Emotion matching</td>
<td>0.55</td>
</tr>
<tr>
<td>Emotion labeling&gt;Gender labeling</td>
<td>0.81</td>
</tr>
<tr>
<td>Emotion matching&gt;Shape matching</td>
<td>0.87</td>
</tr>
</tbody>
</table>