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Abstract

Purpose of review—The use of systems biology approaches to understand and predict vaccine-induced immunity promises to revolutionize vaccinology. For centuries vaccines were developed empirically, with very little understanding of the mechanisms by which they mediate protective immunity. The so-called systems vaccinology approach employs high-throughput technologies (e.g. microarrays, RNA-seq and mass spectrometry-based proteomics and metabolomics) and computational modeling to describe the complex interactions between all the parts of immune system, with a view to elucidating new biological rules capable of predicting the behavior of the system.

Recent findings—Systems biology successfully applied to yellow-fever and influenza vaccines has led to the discovery of signatures that predict vaccine immunogenicity, and promises to advance basic immunology research by providing novel mechanistic insights about immune regulation. However a major challenge of systems vaccinology concerns the analyses and interpretation of the large and noisy data sets generated by high-throughput techniques. Overcoming these issues, we envision that systems vaccinology will have a potential impact on vaccine development, including HIV vaccines.

Summary—High-throughput technologies allow the investigation of vaccine-induced immune responses at system and molecular levels. These are currently being used to unravel new molecular insights about the immune system, and are on the verge of being integrated into clinical trials to enable rational vaccine design and development.
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INTRODUCTION

The immune system comprises an intricate network of specialized cells and organs, which participate in an immune response [1]. During an immune response, cells need to constantly and intensely intercommunicate, migrate, differentiate and die in a complex and dynamic fashion. At the same time, millions of functional molecules (i.e. genes, RNA molecules,
proteins and metabolites) inside each cell or tissue will form an intricate system of pathways, deeply coordinated to produce a biological phenomenon (e.g. antibody production, cell differentiation, interferon-α release, activation of endoplasmic reticulum stress pathway, and so on). Although extremely valuable, reductionist approaches trying to study each component of the system in isolation can only provide a narrow and simplified representation of the immune system. Systems vaccinology utilizes high-throughput technologies to capture a holistic view of thousands of RNA molecules, proteins and metabolites in parallel with a view to understanding the global architecture of the biological networks that drive an immune response to vaccination [2,3,4].

Recently, systems vaccinology has been successfully used to identify signatures that predict the immunogenicity of vaccines and is beginning to yield mechanistic insights about immune regulation [5,6,7]. The first examples of such studies aimed to understand and to predict the immune responses induced by the live-attenuated yellow fever virus vaccine YF-17D [6,7]. By analyzing the gene expression profiles induced in the blood of humans a few days after vaccination with YF-17D, these two independent groups identified innate gene signatures composed of type I interferon, inflammasome and complement genes [6,7]. In addition, we identified early gene expression signatures that predict the magnitude of adaptive immune outcomes to YF-17D (i.e. of CD8+ T-cell and neutralizing antibody responses) [6]. These results provided the first proof of concept demonstration that systems approaches can indeed be used to predict the immunogenicity of vaccines.

A key question was whether a similar approach could lend itself to identifying predictive signatures of immunogenicity against other vaccines and, if so, whether such signatures would be different from the signatures that predicted the immunogenicity of YF-17D. This issue was particularly relevant, given the fact that YF-17D, unlike inactivated vaccines, is a live virus that causes an acute viral infection after vaccination and, thus, comes into direct contact with blood cells. We, thus, applied the systems vaccinology approach to evaluating immune responses to an inactivated vaccine, the seasonal trivalent inactivated influenza virus (TIV) vaccine [5]. Unlike the situation with YF-17D, the majority of the individuals vaccinated against seasonal influenza had already been exposed to the virus, through previous infections of vaccinations. Thus, a potential further caveat was whether this approach could be used to predict the immunogenicity of recall immune responses. Initially, we compared the global expression changes that occur after vaccination with TIV and with a live-attenuated influenza virus (LAIV) vaccine and revealed that the expression of genes from inflammasome and antimicrobial pathways was similarly altered by both influenza vaccines [5]. Not unexpectedly, LAIV induced the expression of several interferon-related genes, similar to that observed with YF-17D [5]. TIV, however, induced a signature that was characteristic of plasma B cell response [5]. Using participants from three independent influenza seasons, we also identified sets of two to five genes that were able to accurately classify with up to 90% of the vaccinees as being high (four-fold increase in antibody titers 30 days after vaccination) or low-responders (less than four fold) to TIV vaccination [5].

Despite these encouraging advances, it is important to consider several challenges and potential pitfalls that need to be solved, for the successful integration of systems approaches in vaccine development. One major challenge concerns the sheer biological complexity underlying the immune system itself and how it regulates and controls the innate and adaptive immunity to vaccination. The other comes from the technical aspects of dealing with the large, noisy and multidimensional data generated by high-throughput techniques. In this review, we will describe some of these challenges and offer potential approaches to addressing them. We also discuss the emerging impact of systems vaccinology in HIV vaccine design.
**Variability and reproducibility issues**

The capacity of the immune system to mount a protective response after vaccination depends on several factors. These include the immune history of an individual (e.g. prior infections or vaccinations, immune-related diseases and drugs that affect immune system), genetic diversity, as well as a plethora of other confounding variables and events (e.g. the nutritional status, physical or mental stress), which could impinge on vaccine-induced immunity [8] (Fig. 1). All this makes the immune system of each human being practically unique and, therefore, poses huge challenges to vaccine development and testing.

Additional biological variation is found at the cellular and molecular levels and it is conferred by the stochasticity of many biological processes. The stochastic component of transcription initiation, translation, and posttranscriptional regulation mechanisms gives rise to noise in the temporal amounts of proteins and RNA molecules in cells [9–11] (Fig. 1). These fluctuations (noise) may impact the dynamic behavior of gene regulatory networks and cellular fate [11,12]. Chang et al. [13] showed that stochastic gene expression may control lineage choice in mammalian progenitor cells and Tay et al. [14] demonstrated that NF-κB activation is partly governed by a stochastic process. How this stochastic component may be quantified and supplemented in deterministic models applied to systems vaccinology remains a challenge.

Dealing with the large amount of data generated from high-throughput technologies represents a critical technical issue. By measuring the outputs of entire transcriptomes, proteomes or metabolomes, there will inevitably be errors, noise and biases that, if not corrected, may affect downstream analyses [15–18] (Fig. 1). Even if different systems biology studies measure the same biological output, they will obtain variable results, which will reflect the differences in protocols, experimental design, probes used to detect the expression of genes, statistical tests, data normalization and detection methods [19–21]. This can be exemplified in the comparison of HIV host factors identified by three independent genome-wide RNAi-based screens [22–24]. In each screen, a genome-wide RNAi library was utilized to identify cellular genes that are critical for the replication of HIV-1. Although all three studies shared the same objective, they differed in the assay system used and experimental design [25]. Together, the three siRNA screens called 842 genes as diminishing HIV replication when knocked down. Of those, only three genes were called in all three screens (RELA, MED6, MED7) [26]. Although statistically significant, pair-wise overlaps between screens were also quite modest (ranging from 3 to 6% of the shared genes) [26]. Nevertheless, analyzing host factors that participate in similar cellular processes (functional analysis) yielded a greater overlap in gene ontology categories than was seen for individual genes [26]. Thus, the combination of human heterogeneity and the intrinsic noise and stochasticity of systems biology approaches and gene regulatory networks poses a major challenge for the field of systems vaccinology. Here, we will highlight strategies that can be applied to experimental design and data analyses of systems vaccinology studies, in order to mitigate the impact of such variables.

One critical requirement lies in the experimental design itself. In addition to an appropriate sample size [27,28], factors such as age, sex, ethnicity, prior and current disease conditions, vaccination history, and baseline levels of immune parameters should be taken into account in selecting the volunteers and in analyzing the data. Thus, studies should be performed on populations that are relatively uniform with respect to such variables. Conversely, carefully controlled comparative studies that examine immune responses, and molecular signatures induced by vaccination in populations that differ with regards to age groups (e.g. healthy young adults versus elderly versus infants), or geographical or ethnic origins, or disease states (e.g. those with autoimmune diseases or HIV) will be particularly useful in delineating the impact of such variables on the immune response.
Most importantly, additional independent trials should be included to validate predictive signatures of infection [29,30] or vaccination [5•,6,7•]. Ideally, robust predictors of vaccine immunogenicity or potential molecular mechanisms of vaccination revealed by one group should be able to be validated by other groups. However, statistical robustness will not always correlate with higher reproducibility. Comparing the gene lists between two groups, even if both groups have applied a rigorous statistical test in their data will usually show a relatively low overlap (5–50%) [31]. This low overlap is usually explained by variations in the protocol and experimental design (e.g. time points, whole blood versus peripheral blood mononuclear cells (PBMCs), age group, platforms used), data analysis (e.g. filtering thresholds, statistical tests, cutoffs) and the intrinsic technical noise associated with systems biology approaches. Analyzing groups of genes that have similar function (e.g. cellular pathways and gene ontology categories), have similar expression patterns or genes that form biochemical complexes may not only improve the overlap between groups, but also make the results easier to interpret [25,32,33]. An alternative way of handling heterogeneous data sets consists in combining P-values from independent studies to test whether the genes can be collectively used to reject a common null hypothesis [34–36]. This last meta-analysis approach was successfully applied in cancer field [37,38], and can offer an elegant solution to compare systems vaccinology studies generated in different laboratories.

**Correlates of immunogenicity and protection**

Gene expression profiling approaches have led to the discovery of prognostic and predictive signatures of breast cancer that were later utilized in commercial multigene assays [39–41]. Despite the potential applications of biomarkers and the large number of reports on novel biomarkers generated by systems biology studies, only very few of them were translated into clinical diagnostics for patient care [42]. The considerations for a successful study include: a sample size that is adequately powered; the existence of clearly defined endpoints and the requirement of a robust and reliable assay [43]. Given the fact that microarray experiments can be reproducible and comparable [44], and that correlates of immunogenicity can be used as vaccine endpoints, the major challenge for systems vaccinology remains in obtaining a large number of vaccinees and independent trials. Toward this, our group is trying to identify and validate predictors of immunogenicity for the influenza vaccine in four trials of young adults and one trial of elderly vaccinees (Nakaya et al. unpublished observation).

Most successful vaccines seem to act through the production of antibodies that neutralize the virus or toxins or opsonize the bacteria that cause infection [45,46]. In such cases, the correlation of protection is defined by the minimum quantities of antibodies that are closely related to prevent the infection or disease. Some vaccines (e.g. diphtheria, tetanus, hepatitis A, measles, and rubella) have well defined correlates of protection [2•], suggesting that vaccine protection can be considered categorical in nature. For example, participants with antibody levels of 10 mIU/ml or higher in the serum are almost always protected against hepatitis A disease [47]. Nevertheless, correlates of protection are not always well defined. For example, a hemagglutination-inhibition antibody titer of 1/40 is often used as a correlate of protection for the influenza TIV vaccine [48]. Notwithstanding, efficacy data showed that only 70% of participants are protected at that titer, but up to 90% with higher titers [45]. Antibody titers of 200 mIU/ml or more after vaccination with measles vaccine are protective against infection and titers lower than 120 mIU/ml are not protective at all. Intermediate titers (120–200 mIU/ml) protect against clinical signs of disease but not against infection [45]. It is also important to mention that high quantity of antibodies with low avidity may not mediate protection.

Protective immunity provided by vaccines is more likely to be elicited by the combination of strong humoral and cell-mediated immune responses [49]. Although antibody titers are the
predominant protective correlate, cellular immunity may also play a critical role in protection against intracellular infections (CD8+ T cells) or in helping B cell development (CD4+ T cells). This is exemplified by vaccination with influenza vaccine in the elderly population. In the elderly, strong influenza-specific T-cell responses are better (if not the only) correlates of protection than antibody titers [50].

For systems vaccinology, the immunogenicity of a vaccine is generally considered a categorical parameter. Therefore, a correlate divides vaccinees into ‘high-responders’ or ‘low-responders’ when their immune responses are above or below an absolute threshold (e.g. antibody titer or antibody fold-increase after vaccination). To identify gene signatures that predict these distinct phenotypic ‘classes’, a range of class prediction methods can be utilized, such as discriminant analysis of mixed integer programming [51], k-nearest neighbour [30•], predictive analysis of microarray [52], classification to nearest centroids [53], Support Vector Machines [54], and Random Forest [55]. If no clear-cut correlate of protection is defined for a vaccine, prediction analysis can be performed using different thresholds. For example, in addition to the widely defined threshold for seroconversion to TIV (at least four-fold increase in the hemagglutination-inhibition antibody titers after vaccination [56]), we also identified gene signatures that accurately classify vaccinees with very high increase in antibody titers (at least eight fold) versus low-increase (two fold or less) [5•]. This approach gave us slightly different but complementary sets of predictive genes that could reveal unappreciated gene functions related to the magnitude of antibody response. A more direct way of gaining insight into the potential mechanisms underlying this variation in immunogenicity is to look for gene signatures that correlate with the magnitude of the immune response. In our influenza study, we found gene pathways associated with innate immunity, such as the natural killer cell signaling network, interferon-related genes, and network for the production of nitric oxide and reactive oxygen species in macrophages as being positively correlated to antibody response, suggesting a link between these pathways of early innate responses (day 3 and 7 postvaccination) and the later antibody adaptive response (day 28 post-vaccination) [5•].

Profiling the blood

A dilemma commonly faced when designing blood transcriptomic studies involves the choice of sample types to be screened. Blood (e.g. whole blood or PBMCs) is a mixed population tissue, which is easily accessible and is relatively simple to store and process. Additionally, it represents a comprehensive view of the status of the immune system in health and disease [57]. Transcriptional profiling of blood tissue, however, will capture the changes of both cellular and transcript abundance, making results hard to interpret [57]. On the contrary, measuring the global expression changes that occur on cell subsets isolated from blood can provide valuable mechanistic insights of specific cells [58]. However, the high cost and great amount of work associated with isolating and screening cell subsets (that are not even unambiguously defined) make this approach unpractical to most clinical studies. For this reason, many genome-wide expression studies utilize blood to investigate the human immune system.

Several methods have been developed to analyze blood microarray data. Deconvolution methods were applied to accurately quantify the constituents of blood samples [59] or to identify subset-specific differential expression, when cell subset frequency is known [60]. Other methods compare the blood signature to gene sets or modules of particular cell types to find significant enrichment of specific cell types [5•,30•,61]. Recently, a computational method was developed by Bolen et al. [62] to predict using only the transcriptional profiling data from total PBMCs the most likely cellular source for a predefined gene expression signature. These techniques will be of great value to systems vaccinology studies.
Data → knowledge → understanding

The biggest challenge in systems vaccinology is how to extract knowledge and ultimately understanding, from a sea of data. Toward this, key bioinformatics analyses (reviewed in Nakaya et al. 2011, in press) and modeling methods, such as ordinary and partial differential equations (mostly applied to metabolomics) [63,64], stochastic schemes [65,66], petri nets [67] and Boolean logic [68,69], can be potentially applied. Human knowledge and intuition, and experimental validation can also drive the meaningful interpretation of results, and the creation and validation of imaginative hypotheses [2*]. These were applied in the studies with yellow fever [6] and influenza vaccines [5*]. A gene named EIF2AK4 (also known as GCN2) was presented in most of the predictive signatures of the CD8+ T cell response against YF-17D [6]. GCN2 plays a key role on the formation of stress granules in response to certain types of cellular stresses (e.g. amino acid starvation) [70–72]. Consistently with the microarray results, experiments with GCN2 knockout mice vaccinated with YF-17D resulted not only with reduction of stress granules but also with impaired CD8+ T-cell responses (Khan et al., in preparation). Another example, a gene encoding the kinase CaMKIV, was found in the predictive signatures of antibody responses against TIV [5*]. Despite the involvement of CaMKIV in several processes of the immune system, such as inflammatory responses [73,74], T-cell development [75–77] and the maintenance of hematopoietic stem cells [78], nothing was known about its possible role in B-cell responses. In our study, we observed that the expression levels of CaMKIV at day 3 post-TIV vaccination were inversely correlated with the magnitude of antibody responses at day 28 [5*], indicating that participants with the lowest levels of CaMKIV in their blood were the ones generating the highest antibody responses. Using in-vitro experiments and mice deficient in CaMKIV, we demonstrated that TIV induces the phosphorylation of CaMKIV and that CaMKIV knockout mice had a significantly greater antibody response than that of wild-type mice [5*]. Although these experiments suggest an unappreciated role of CaMKIV in B-cell responses, further work is needed to delineate the cellular mechanisms involved.

POTENTIAL APPLICATIONS FOR HIV VACCINE

The value of systems vaccinology can be extended to vaccines that do not have clear correlates of protection or immunogenicity, such as the HIV vaccine tested in RV144 trial [79**]. This trial was comprised of 16 000 heterosexuals in Thailand who received a prime–boost regime, priming with a canarypox expressing the subtype BHIV Gag, Pro and the subtype E gp120 (ALVAC-HIV) and boosting with the alum adjuvanted mix of gp120 AIDSVAX B/E [79**,80]. Despite the modest level of efficacy (31% prevention of HIV infection after 3 years follow-up [79**]), these results represent a major hope for the development of HIV vaccines.

A case–control study of RV144 trial is being prepared in order to assess correlates of risk of HIV-1 infection in the vaccine group and to test whether and how well these identified correlates can serve as surrogate endpoints for HIV-1 infection [81]. Toward these goals, several immunogenicity assays are being tested and those that prove to be relevant will be performed on the plasma and PBMC samples from vaccine recipients of RV144 trial [81,82]. However, additional and innovative explorations should be considered. Systems biology approaches can be used to identify a signature of protection and/or novel correlates of protection based on gene expression, protein or metabolite levels or even miRNA expression (Fig. 2). The next step would be the validation of such signature or correlates in additional trials or group of participants (Fig. 2). If a signature or correlates demonstrate they are robust and reliable, the set of genes or proteins that comprise them can be represented in a vaccine chip or ELISA kit, and utilized to assess immune responses in a high throughput manner (Fig. 2). Additionally, the generation of mechanistic insights derived from the application of systems biology approaches in RV144 case–control study.
would help to relate the molecular effects of vaccination to HIV protection. Finally, systems biology has a potentially major impact on HIV vaccine design. Much can be learned from studies from several groups who have analyzed the gene expression profiles in the blood of nonhuman primates infected with pathogenic SIV, and have identified key differences in the innate immune response to SIV between pathogenic and natural hosts (reviewed in Steven et al. this issue of Current Opinion in HIV and AIDS). Similarly, gene expression profiling of HIV nonprogressors and HIV elite controllers can yield immunological surrogates of protection (reviewed in Zak and Aderem, this issue of Current Opinion in HIV and AIDS).

**CONCLUSION**

Recent work on the application of systems biology to vaccinology [2,5,6,7] (Nakaya et al. 2011, in press) is beginning to yield novel insights into mechanisms of vaccine immunity, and demonstrates the utility of using such approaches in predicting vaccine immunogenicity and efficacy. Despite the technical and biological challenges associated to systems studies, one important aspect of systems vaccinology is that it strategically directs efforts in human immunology. The recent establishment of the NIAID Human Immunology Project Consortium has capitalized on such advances in order to create a novel public resource that characterizes diverse states of the human immune system following vaccination, or during an infection, or following treatment with an immune adjuvant that targets a known innate immune receptor(s). The consortium comprises seven important research centers and universities (Emory University, Dana-Farber Cancer Institute, Seattle Biomedical Research Institute, Stanford University, Mayo Clinic, Yale University and the Baylor Research Institute, USA) that will utilize cutting edge high throughput technologies to profile immune responses in humans, against a broad range of vaccines and infections. Such common effort is likely to catalyze the identification of signatures of vaccine immunogenicity, and facilitate the rapid integration of systems biological approaches in vaccine development.

**KEY POINTS**

- The modest success observed with the recent RV144 HIV vaccine trial in Thailand has re-energized the field and underscored the imperative to delineate the correlates of immune protection against HIV.
- The recent application of systems biological approaches to identifying molecular signatures induced early after vaccination, which correlate with and predict the later immunogenicity of vaccines, has highlighted the potential utility of such approaches in vaccine design and testing.
- Such ‘systems vaccinology’ approaches are being applied to different vaccines, and are beginning to be integrated into clinical trials of vaccines, to identify ‘biomarkers’ or ‘signatures’ of vaccine efficacy.
- However, several major challenges need to be addressed. These include refining the analytical approaches to analyze and interpret the large and noisy datasets generated by high throughput technologies.
- In addition to facilitating the identification of signatures of vaccine efficacy, systems vaccinology is also beginning to offer novel mechanistic insights about the networks that mediate vaccine-induced immunity.
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FIGURE 1.
Potentially confounding variables in the practice of systems vaccinology.
FIGURE 2.
Integrating systems biology into HIV vaccine trials.