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Abstract

Background—Despite concerns over measurement error, self-report continues to be the most common measure of adolescent alcohol use used by researchers. Objective measures of adolescent alcohol use continue to advance; however, they tend to be cost prohibitive for larger studies. By combining appropriate statistical techniques and validation subsamples, the benefits of objective alcohol measures can be made more accessible to a greater number of researchers.

Objectives—To compare three easily implemented methods to correct for measurement error when objective measures of alcohol use are available for a subsample of participants: regression calibration, multiple imputation for measurement error (MIME), and probabilistic sensitivity analysis (PSA), and provide guidance regarding the use of each method in scenarios likely to occur in practice.

Methods—This simulation experiment compared the performance of each method across different sample sizes, both differential and non-differential error, and differing levels of sensitivity and specificity of the exposure measure.

Results—Failure to adjust for measurement error led to substantial bias across all simulated scenarios ranging from a 35% to 208% change in the log-odds. For non-differential misclassification, regression calibration reduced this bias to between a 1% and 23% change in the log-odds regardless of sample size. At higher sample sizes, MIME produced approximately unbiased (between a 0% and 9% change in the log-odds) and relatively efficient corrections for
both non-differential and differential misclassification. PSA provided little utility for correcting misclassification due to the inefficiency of its estimates.

**Conclusion**—Concern over measurement error resulting from self-reported adolescent alcohol use persist in research. Where appropriate, methods involving validity subsamples provide an efficient avenue for addressing these concerns.
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**Introduction**

Misclassification in the measurement of adolescent alcohol use is a consistent source of bias. Although other forms of data collection are being advanced in the measurement of alcohol use(1–3), adolescent alcohol research remains primarily driven by self-report surveys(4). The impact of self-report on the measurement of adolescent alcohol use varies with type and structure of the question being asked(5). For example, self-report measures of recent alcohol use have been found to have variable validity when compared to objective measures of alcohol use (69% to 93% consistency)(6). Shillington et al found high test-retest reliability of any alcohol use among adolescents (94% consistency after two years). However, Shillington et al also found that, after two years, only 48% of adolescents reported consistent ages of alcohol use onset allowing for a single year of discrepancy improving to 80% when allowing for two years of discrepancy(7). Additionally, consistency of reporting age at first alcohol use has been shown to be associated with socioeconomic status and recent substance use(8).

Self-report measures are the most practical means of obtaining information on the frequency, amount, and age of adolescent alcohol use in non-clinical research settings(4). Ideally, researchers would be able to use the best available measurement tool on all participants. For example, instead of relying self-reported alcohol in the past 30 days, participants could be monitored in real time with ecological momentary assessments or wearable technology. Likewise, instead of relying on items with long recall periods such as age of alcohol use initiation, participants could be assessed regularly from a young age prospectively. While using such measures would certainly decrease any bias resulting from measurement error, they are often not feasible for all participants in a study either due to logistical complications or cost(5). However, in circumstances that allow for a subset of study participants’ alcohol use to be measured with little or no error, statistical procedures exist that incorporate information from these validation sub-samples to reduce bias in estimated effects of alcohol use measures on associated outcomes.

Objective measures of alcohol use continue to improve. However, examples of their use in behavioral studies of adolescents remains rare. As one example, Dougherty et al (2015) have demonstrated how transdermal alcohol monitors, previously used in the criminal justice system, might be used for research purposes(2). Until validated biomarkers or transdermal alcohol monitors are inexpensive enough to replace survey responses for all study participants in behavioral and intervention research, it is still logistically and financially
optimal to use these techniques for a limited sub-sample of participants. As a result, it is important for researchers to understand how to efficiently incorporate validity sub-study data into the design and analysis of adolescent alcohol use outcomes.

Existing methods for correcting bias due to misclassification when a validity sub-sample is present vary greatly in their sophistication and underlying assumptions, including: probabilistic sensitivity analyses⁹, regression calibration¹⁰–¹³, maximum likelihood¹⁴–¹⁶, a variety of nonparametric methods¹⁷,¹⁸, Bayesian methods¹⁹–²¹, and multiple imputation methods²². Despite their potential utility, it is uncommon to see these methods implemented in practice – perhaps due to the complexity of their implementation. However, the following methods, which are the topic of the current study, are easily implemented via existing software: regression calibration, multiple imputation for measurement error (MIME), and probabilistic sensitivity analysis (PSA).

In order for researchers to make best use of validation sub-study data to correct for misclassification, they will need to understand both how available methods correct for misclassification, their utility in different scenarios that may be experienced in practice, and have access to simple examples demonstrating their use. Additionally, it is of importance that researchers are aware of the full extent of potential bias when misclassification is ignored. This study provides a summary of the methodology and example code for three procedures for misclassification correction that are easy to implement: regression calibration, MIME, and PSA. We also present the results of a simulation study for binary misclassification comparing each of these methods to a naïve approach with no correction for misclassification, and make recommendations about when they are best used in practice.

**Methods**

Below we briefly describe three existing analytical methods that can be used along with validation subsamples. Throughout the descriptions we refer to the potentially misclassified full-sample measure as the exposure subject to error (ESE) and the gold standard measure found only in the validity subsample as the validation measure. The three methods presented can be easily implemented using existing tools in SAS, and we provide citations and links to existing example code for the use of the reader. Additionally, example SAS code can be found in the appendix demonstrating the use of each method.

For the sake of simplicity in our simulations, we focus on the use of these methods for correcting binary misclassification. However, some methods can be easily modified to account for measurement error in variables with other distributions. Modifications to the example code are briefly discussed.

**Regression calibration**

Regression calibration works by fitting a series of regression models. First, the primary analysis model is fit with the full sample estimating the association between the outcome of interest and the ESE. To correct for misclassification, a linear regression is then run estimating the association between the validation measure and the ESE. From this second regression, correction factors are calculated that are then applied to the results from the
primary analysis. An advantage to the regression calibration method is that while it requires a linear relationship between the ESE and the validation measure, it does not require normality of the residuals in the error model making it useful for correcting measurement error in both binary and continuous exposures. The primary disadvantage for regression calibration is that it is not compatible data that has been differentially misclassified across the outcome of interest.

This method can be easily implemented in SAS by hand, and example code is given in the appendix.

**Multiple imputation for measurement error**

MIME reframes the issue of measurement error as a missing data problem. The ESE is present for all participants, while the validation measure is only present for a random sample of participants. As long as that validation sample is truly a random sample of the study participants, then the missing validation measures are missing completely at random (MCAR). For data that is MCAR multiple imputation can be used to estimate what the validation measure would have been across all participants conditional on the ESE and outcome giving an efficient and approximately unbiased estimate of the true association between exposure and the outcome of interest.

MIME is easily implemented using the multiple imputation tools available in SAS: PROC MI and PROC MIANALYZE. The logic of any multiple imputation analysis follows three steps. First multiple complete data sets are imputed based on the variables supplied to PROC MI. The user then runs the desired analysis in each of the generated imputation data sets saving the results to combine in the next step. Finally, PROC MIANALYZE combines the estimates from each imputation data set. To minimize bias and maximize efficiency, it has been suggested that at least 40 imputations are generated when using MIME(22).

The primary advantage to the MIME approach is its flexibility. By modifying the variables supplied to PROC MI to include an interaction term between the outcome of interest and the ESE, differential misclassification is easily accommodated. Additionally, PROC MI can explicitly impute continuous, binary, and non-binary categorical data allowing users to implement MIME across these variable types.

**Probabilistic sensitivity analysis**

The probabilistic sensitivity analysis method attempts to recreate the data that would have existed had the exposure variable not been misclassified. It does this by reclassifying the existing ESE based on a set of external distributions for the sensitivity and specificity of the misclassified measure. For non-differential misclassification, two external distributions are chosen: one for the specificity and one for the sensitivity of the measure. For differential misclassification, four external distributions are specified: the sensitivity and specificity of cases and the sensitivity and specificity of controls. A single iteration of the simulation draws from these distributions a set of sensitivity and specificity values. These values are then used to calculate the positive predictive value (PPV) and negative predictive value (NPV) of exposure classification. These values are then applied to the corresponding individual records. Next, a random number is generated from a uniform(0,1) distribution for
each record. If this number is larger than the record's probability of being correctly classified then the record is reclassified. Finally, a logistic regression is run on the newly classified data, and a summary log odds ratio calculated. In order to account for random error, the standard error for the conventional log odds ratio is calculated; then a value is sampled from a standard normal distribution. The product of this standard normal deviate and the conventional standard error is subtracted from the reclassified log odds ratio. This process is then repeated many times resulting in a distribution of odds ratios adjusted for both random and systematic error.

This method can be implemented using the SAS macro %SENSMAC written by Fox, Lash and Greenland and available at https://sites.google.com/site/biasanalysis/sensmac.(9) %SENSMAC, provides for the misclassification rates to be specified under a uniform, triangular, or trapezoidal distribution. Fox and associates' discussion of the uses of this method do not explicitly include situations where a validation sub-study is present. In our implementation using validation sub-samples, the triangular distribution is specified, with the peak determined by the misclassification rates calculated within the validation sample, and the upper and lower bounds set to 1.96 standard errors above and below the peak. We allow for separate sensitivity and specificity distributions by outcome status in all analyses using probabilistic sensitivity analyses to allow for differences in the sensitivity and specificity due to random error.

Simulation Design

The purpose of this simulation study is to compare the relative performances of the methods described with respect to bias, random error, and interval coverage. To achieve this goal, 2000 simulation datasets were generated for each of four different misclassification scenarios at three different sample sizes. Two non-differential misclassifications scenarios were tested: a high sensitivity and specificity scenario where both the sensitivity and specificity were set to 0.9, and a low sensitivity and specificity scenario where the sensitivity and specificity were set to 0.6. Two differential misclassifications scenarios were also tested: a high sensitivity and specificity in the cases with a high sensitivity and low specificity in the controls scenario, and low sensitivity and specificity in the cases with a low sensitivity and high specificity in the controls scenario. These values were selected to provide a range of misclassification values that might be seen in practice. High sensitivity and specificity would be expected for questions about recent alcohol use, while low sensitivity and specificity has been observed for long-term recall questions such as age at first alcohol use. To evaluate these methods across the varying study sizes seen in adolescent alcohol research, we tested each method at sample sizes of 200, 1000, and 2000.(23–26). We restricted the number of misclassification scenarios due to the large amount of computing time required for each scenario. The scenarios that were presented were chosen to demonstrate the performance of each method in a practical best and worst case scenario with regards to misclassification rates.

Each simulation iteration dataset consisted of the following variables: X, Y, V, and ESE; where X was the true exposure measured without error simulated from a distribution Bernoulli(p₁). Y was the outcome measured without error. Y was constructed so that the
relationship between X and Y produces a change in the log-odds of 0.69 (odds ratio of 2.0) under logistic regression. In order to simulate the presence of a validation sub-study, the variable V was constructed by randomly sampling 30% of the records in a simulation dataset; those sampled had V set to the corresponding value for X, while those not sampled had V set to missing. ESE represented the misclassified exposure. ESE was constructed from X by purposefully misclassifying X according to specified sensitivity and specificity values (an example of this can be seen in the code provided in the appendix).

For each of the 2000 simulation datasets in the scenarios described, we estimated the bias, standard error, and interval coverage of each method. The bias for each method was calculated by taking the difference between the log odds estimate from the correction method and the true log odds. The standard errors of the naïve approach, regression calibration and MIME are obtained directly from the output. The standard error for PSA was calculated by assuming that the resulting interval can be viewed as a confidence interval based on a normal distribution and back calculating the standard error from the upper and lower interval estimates.

**Results**

Results for our simulation analyses can be found in Table 1. For ease of interpretation we expressed bias in two separate ways. First, we calculated the percent change in the estimated log odds for each correction method to show the average relative deviation from the true estimate. Second, we estimated what the average observed odds ratio would have been for each correction method in each of the simulated scenarios. By comparing the observed odds ratio to the true odds ratio of 2.0, the reader can easily see the impact of ignoring misclassification error as well as the effect of each correction method. Interval coverage is expressed as the percentage of simulated 95% confidence intervals that contain the true estimate. For a 95% confidence interval, an ideal estimator would contain the true point estimate approximately 95% of the time. Deviations from 95% coverage indicate some flaw in the correction method: either it leads to biased estimates or it produces confidence intervals that are either overly narrow or wide. Results for each method are discussed in detail below.

**Naïve Analysis (Uncorrected for Misclassification)**

Ignoring misclassification lead to substantial bias and poor confidence interval coverage in all scenarios tested. Even in our best case scenario where misclassification was nondifferential and sensitivity and specificity were both high, we observed a 35% reduction in the change in log odds resulting in an underestimated odds ratio of 1.57 (compared to the true odds ratio of 2.00). Under differential misclassification, substantial bias was observed either greatly overestimating the true odds ratio (3.94 vs 2.00) or reversing the directionality of the estimate (0.47 vs 2.00). While the bias in the estimated odds ratios remained fairly consistent across sample sizes, the interval coverage became markedly worse as the increased sample size allowed for a more precise estimate of the incorrect odds ratio.
Regression Calibration

Under non-differential misclassification, regression calibration produced less biased estimates than would be expected when ignoring misclassification that generally improved with increasing sample size. Under the best case scenario of high sensitivity and specificity, regression calibration produced approximately unbiased odds ratios across all sample sizes (1.95 to 1.97). Similarly, confidence interval coverage was near the nominal level of 0.95 across all sample sizes. More biased odds ratios were observed with more severe misclassification rates with an observed odds ratio of 1.70 when the sample size was at 200, improving to 1.88 with a sample size of 1000 and 1.93 with a sample size of 2000. Corresponding improvements were also seen in interval coverage. Unsurprisingly, regression calibration performed extremely poorly in all of the differential misclassification scenarios producing odds ratios ranging from 0.19 to over 200.

MIME

MIME was unable to produce any estimates when the sample size was 200 due to a lack of convergence in the imputation model. However, when sample sizes were high enough to enable adequate model convergence, MIME consistently produced odds ratio estimates close to the true odds ratio of 2.00. Observed odds ratio estimates across both differential and non-differential misclassification ranged between 1.88 and 2.00. Similarly, all estimated scenarios produced interval coverage close to the nominal level of 95%.

PSA

Similar to MIME, PSA was unable to produce estimates when the sample size was 200 due to the sparseness of the crosstab cells used to estimate the sensitivity and specificity of the sample. In terms of bias, the performance of the PSA method varied greatly with misclassification severity and sample size. PSA performed worst when both sensitivity and specificity were low producing observed odds ratio of 1.48 with a sample size of 1000 and 1.62 with a sample size of 2000. PSA performed best with high sensitivity and specificity, producing approximately unbiased odds ratios (1.99) at both sample sizes. While bias varied across the simulation scenarios, interval coverage was consistently higher than 95% with all scenarios having 100% interval coverage. Such a high level of consistent interval coverage indicates overly wide simulation-based intervals making any sort of statistical inference difficult due to the decreased statistical power.

Discussion

Despite concerns of misclassification, self-report measures of adolescent alcohol use continues to be a common approach for measuring adolescent alcohol use. The results presented for this naïve approach demonstrate the severity of the problem with relying on pure self-report data. In the best case scenario of non-differential misclassification with high sensitivity and specificity, ignoring misclassification lead to a reduction in the odds ratio from 2.0 to 1.6. In all other scenarios, the bias was severe enough to completely change any substantive interpretation. Interpretation of results that rely purely on self-report of adolescent alcohol use alone should be done cautiously.
While the discussed methods for misclassification correction were able to minimize the bias due to misclassification under some circumstances, they are not without limitations that may impact their use. Of the three methods discussed, only regression calibration was able to provide unbiased estimates with sample sizes of 200, and only for circumstances where the misclassification was nondifferential. Given the resulting bias observed when misclassification was ignored, we urge researchers to carefully consider and discuss the potential impact of misclassification particularly with smaller studies where options for correction are limited. While the methods discussed are of limited use with smaller studies, intervention studies of adolescent alcohol use often include sample sizes in excess of 1000 (23–26). Subsequent secondary data analysis of such trials exploring etiological questions is also quite common, and plays an important role in the adolescent alcohol literature (27,28). We encourage researchers to incorporate validation subsamples into these larger trials to enable both the estimation of unbiased intervention effects as well as to improve our understanding of risk and protective factors associated with alcohol use that comes from secondary data analysis of these trials.

At sufficient samples sizes, MIME provided a flexible alternative for correction of misclassification error. MIME produced approximately unbiased odds ratio estimates and acceptable confidence interval coverage regardless of whether the ESE was misclassified differentially or non-differentially with respect to the outcome. A unique advantage of MIME compared to the other methods discussed is that frames measurement error in the broader context of missing data. For researchers already familiar with the use of multiple imputation for dealing with missing data, this allows MIME to be easily used without a need for additional software or “by hand” coding. Additionally, by nesting measurement error in the context of missing data, MIME can also be extended to dealing with measurement error in the presence of unplanned missing data common to adolescent alcohol research by extending the imputation model to include other variables containing missing data.

PSA performed unexpectedly poorly in comparison to regression calibration and MIME. While it did consistently produce less biased estimates than the naïve approach, the width of PSA’s simulation based interval was much larger than the confidence intervals of the other methods. The intervals produced in our simulation study were similar in width to the example shown by Fox et al (2005). One notable difference between the example shown in Fox et al. and our simulations is the magnitude of the true effect estimate. Fox and associates’ true effect estimate was an odds ratio of approximately 3.0, while our true effect estimate was an odds ratio of 2.0. The only situation in which PSA provided comparable estimates to the other methods was when the misclassification rates were already very low. While PSA may be useful purely as a sensitivity analysis, we cannot recommend its use as a method to correct for misclassification in the current implementation.

In addition to sample size requirements, the primary limitation of these procedures is the necessity of unbiased estimates of the relationship between the ESE and the validation measure. For regression calibration and MIME, this requires a validation sub-sample to compare the ESE to the validation measure. For PSA, the sensitivity and specificity of the misclassified measure can either be calculated directly from a validation sub-sample or assumed based on prior literature. When no gold standard exists, each of these methods may
fail to reduce the bias in the estimation of the exposure-outcome relationship. If attempts are made to use these methods to correct for misclassification when the validation measure is itself misclassified, then it is possible to increase the bias in the estimation of the exposure-outcome relationship. If the validation measure cannot be assumed to be measured without error, then results from the misclassification correction procedures should be considered as results from sensitivity analyses and not definitive in and of themselves.

In conclusion, validity sub-samples can be an efficient way to decrease the bias resulting from using commonly misclassified alcohol use measures. The importance of these methods to adolescent alcohol research will only continue to grow as objective alcohol measures improve. With sufficient sample sizes, MIME is a particularly effective way to account for exposure misclassification. Future research should focus on improving accessible methods for misclassification correction for studies with small sample sizes.
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Simulation results comparing methods of misclassification correction

<table>
<thead>
<tr>
<th>Cases</th>
<th>Control</th>
<th>Naïve (Uncorrected)</th>
<th>Regression Calibration</th>
<th>MIME</th>
<th>Probabilistic Sensitivity Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity, Specificity</td>
<td>Sensitivity, Specificity</td>
<td>Bias</td>
<td>Standard Error</td>
<td>MSE</td>
</tr>
<tr>
<td></td>
<td>Sensitivity, Specificity</td>
<td>Sensitivity, Specificity</td>
<td>Bias</td>
<td>Standard Error</td>
<td>MSE</td>
</tr>
<tr>
<td>N=200</td>
<td>Non-Differential</td>
<td>0.6, 0.6</td>
<td>-0.63</td>
<td>0.28</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>Differential</td>
<td>0.6, 0.6</td>
<td>0.68</td>
<td>0.34</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Non-Differential</td>
<td>0.9, 0.9</td>
<td>-1.44</td>
<td>0.30</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>Differential</td>
<td>0.9, 0.9</td>
<td>0.68</td>
<td>0.34</td>
<td>0.58</td>
</tr>
<tr>
<td>N=1000</td>
<td>Non-Differential</td>
<td>0.6, 0.6</td>
<td>-0.61</td>
<td>0.13</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Differential</td>
<td>0.6, 0.6</td>
<td>0.68</td>
<td>0.34</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Non-Differential</td>
<td>0.9, 0.9</td>
<td>-1.43</td>
<td>0.13</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>Differential</td>
<td>0.9, 0.9</td>
<td>0.68</td>
<td>0.34</td>
<td>0.58</td>
</tr>
<tr>
<td>N=2000</td>
<td>Non-Differential</td>
<td>0.6, 0.6</td>
<td>-0.60</td>
<td>0.09</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>Differential</td>
<td>0.6, 0.6</td>
<td>0.68</td>
<td>0.34</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Non-Differential</td>
<td>0.9, 0.9</td>
<td>-1.43</td>
<td>0.09</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td>Differential</td>
<td>0.9, 0.9</td>
<td>0.68</td>
<td>0.34</td>
<td>0.58</td>
</tr>
</tbody>
</table>