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Abstract

Purpose: Previous research has demonstrated that HIV risk practices often differ based on gender and on whether or not people experienced sexual abuse during their formative (i.e., childhood and adolescence) years. The interaction of these two factors, which is the focus of this paper, has received limited attention.

Methods: Based on a model derived from Social Disorganization Theory and Syndemics Theory, interviews were conducted between 2009 and 2012 with 1,864 African American adults residing in Atlanta, Georgia in 80 strategically-chosen consensus block groups.

Results: Based on multiple regression and structural equation analyses, the interaction of sexual abuse and gender was found to be a significant predictor of involvement in (un)protected sex. The interaction of sexual abuse and gender also was related to condom use self-efficacy, which was one of the strongest factors underlying (un)protected sex.

Conclusion: The relationship of sexual abuse history and gender is relevant in the understanding of HIV risk practices. The interaction of these factors with one another and with other relevant influences that shape people's HIV risk profiles is complex. The Syndemics Theory approach used to conceptualize the relationships among relevant variables in this study is an effective way of trying to understand and address HIV risk practices.
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Introduction

Many studies have demonstrated that experiencing sexual abuse during one's childhood and/or adolescent years is associated with a variety of adverse outcomes that often extend well into adulthood. Psychologically, among the many types of consequences that have been shown to be associated with childhood sexual abuse are an increased risk for depression, an elevated risk for experiencing suicidal ideations and/or suicide attempts, diminished self-esteem, an elevated sense of anger or hostility, and the development of a more impulsive personality type [1-9]. Behaviorally, experiencing sexual abuse has been shown to be linked with such varied problems as the development of eating disorders, an elevated risk for victimizing and/or perpetrating violence against others, a greater tendency toward developing problems with alcohol and/or other drugs, an increased likelihood of developing a gambling problem, and an increased likelihood of engaging in risky sexual behaviors [10-18].

These various adverse outcomes have been reported among men and women alike, although most of the scholarly literature has focused on the long-term effects of sexual abuse among women. In fact, it is only during the past decade or two that much attention has been paid to childhood sexual victimization among males and how their experiences with earlier-life sexual abuse continue to affect them later in life [19-21]. Studies examining the differential impact of sexual abuse on males and females are rare in the scholarly literature, and little is known about how sexual abuse experiences may affect men and women differently [19,22]. One excellent exception to this is the work published by the Australian Institute of Family Studies [23].

Developing a better understanding of the specific ways in which gender and childhood sexual abuse interact with one another is likely to be very important, and a key way to further scientific knowledge in the field of childhood maltreatment. There is good reason to believe that gender and childhood sexual abuse experiences may interact in such a manner as to make certain population subgroups differently affected or more “damaged” than others. For example, it is possible that women who were sexually abused...
during their formative years (i.e., prior to reaching the age of majority) suffer more than never-abused women and/or their sexually-abused male counterparts. In relationship contexts, women often find themselves at a power disadvantage, in large part due to fears of domestic/partner violence, concerns about being abandoned financially, fears of being threatened emotionally or psychologically if they want something that is inimical to their partner's wishes, and so forth [24-26]. Among women who previously experienced sexual abuse, it is possible that the combination of their gender and childhood maltreatment experiences may leave them feeling incapable of asserting themselves when it comes to matters concerning their sexual health (e.g., insisting that any/all sexual acts with their male partners involve the use of protection, feeling comfortable and safe saying "no" to a sexual advance, openly discussing HIV and STI testing history). In recent years, there has been some research supporting this type of gender-by-sexual-abuse-history hypothesis [27,28].

As another, alternative possibility, it might be the case that sexually-abused African American men may fare worse than their never-abused and/or their female sexually-abused counterparts. It has been well-established that, in the African American community, there are widely-held masculinity norms in operation, establishing behavioral expectations for what men should and should not do, what men should and should not experience, and so forth [29-31]. These masculinity norms underlie many cultural expectations governing sexual behaviors among African American men [32-34]. Being sexually victimized runs counter to these masculinity norms, because they imply that the male victim is somewhat less of a man—that is, somewhat less manly—specifically because he was sexually abused [35]. In addition, gender norm expectations in the African American community are such that men are supposed/expected to be dominant in their relationships, and in control of the sexual aspects of their relationships and their lives [36]. Thus, African American men who have been sexually abused at some point during their lives may find themselves at odds with the African American community's expectations regarding strength, masculinity, dominance, gender norms, power, and so forth. This, in turn, may lead them to fare poorly compared to other gender-and-sexual-abuse-history groups when it comes to psychological functioning and/or involvement in risky behaviors. With so little research having been conducted to examine this issue, particularly as it pertains to African American men, we have limited knowledge about the ways in which gender and sexual abuse history are likely to influence one another.

Also limited in the scientific literature is research on the differential impact of sexual abuse experiences among different racial groups although admittedly, during the past decade, a number of studies have addressed the issue of sexual abuse among African American girls and women [2,37-40]. Even less is known about African American men and their experiences with sexual abuse. The NIMH Multisite HIV/STD Prevention Trial for African American Couples Group1 found that men who had been sexually abused during childhood were more likely to be HIV-infected as their never-abused counterparts, with the large majority of these men presumed to have been infected via unprotected sex [41]. Based on their research with Caucasian and African American boys raised in an urban area in Pennsylvania, Lee and colleagues found that, as young adults, African Americans who had been victims of childhood maltreatment were more likely to be violent offenders and more likely to suffer from depression than their Caucasian counterparts and their peers who had not been maltreated [42]. Otherwise, most of the published literature focusing on childhood sexual abuse among African American men has been based on samples of men who have sex with other men (see Footnote #1, below).

Moreover, we believe that it is important to point out that, in addition to race and gender, a variety of other cultural, demographic, and community-related factors may have an effect upon sexual abuse and contribute to its impact upon people who are victimized. For example, research has shown a link between experiencing sexual abuse early in life and subsequently living in poverty or in a community that is characterized by high rates of poverty and/or unemployment [43,44]. Some research has taken this finding one step farther, by demonstrating that the sexual abuse → poverty nexus also extends to sexual abuse → poverty → HIV-related sexual risk practices such as prostitution and substance abuse [45]. Evidence is mixed as to the extent to which community-factors or neighborhood characteristics affect sexual abuse, with those authors specifically noting that this is an understudied area in the scholarly literature on childhood maltreatment [46].

In the present paper, we examine the interaction of gender and childhood sexual abuse in a community-based sample of African American adults living in an urban metropolitan area. Based on a conceptual model that owes its theoretical underpinnings both to Social Disorganization Theory and Syndemics Theory, this paper focuses on the following research questions: (1) How, if at all, do gender and sexual abuse history interact with one another when it comes to their influence on HIV risk taking? (2) How, if at all, do gender and sexual abuse history interact with one another when it comes to their influence on psychological functioning? (3) Does the interaction of gender and sexual abuse history contribute significantly to the overall prediction of people's involvement

---

1A few other studies have examined the impact of sexual abuse experiences on self-identified gay and bisexual African American males. Because men who have sex with other men (MSM) comprised only a small portion of the People and Places study sample, and because of cultural differences that strongly affect the behaviors of gay/bisexual men compared to their heterosexual counterparts, the results of these studies are being reported separately. One such study found that experiencing childhood sexual abuse increased men's likelihood of engaging in compulsive sexual behaviors in adulthood [99]. It also elevated their chances of experiencing depression and symptoms of anxiety. Welles and colleagues reported that African American MSM who had been sexually abused during childhood were more likely to be victims of intimate partner violence and to be perpetrators of intimate partner violence in their current relationships compared to those who had not been sexually abused [100]. Based on their qualitative research with three samples of African American MSM, Fields, Malebranche, and Feist-Price concluded that sexual abuse experiences during childhood led many of these men to experience depression, social isolation, suicidality, and "acting out" behaviors of various types [101]. Welles and colleagues' study of Caucasian, Latino, and African American HIV-positive MSM revealed that sexual abuse among African American men was associated with an increased number of sexual contacts and an elevated number of unprotected anal sex acts [102].
in HIV risk taking when the influence of other key factors such as demographic characteristics, substance use behaviors, sexual behaviors, and psychological/psychosocial functioning are taken into account? If so, which gender/sexual abuse history group(s) is/are most affected?

**Conceptual Model**

*People and Places*, the name of the study that served as the data source for the current paper, was based on a conceptual model (see Figure 1) that was derived from the tenets of Social Disorganization Theory and Syndemics Theory (for overviews of these theoretical approaches [47,48]). As Figure 1 depicts, for the "parent" study, drug use and risky sexual behaviors are hypothesized to be influenced by a variety of factors, including neighborhood-level structural characteristics (e.g., prevalence of poverty, prevalence of vacant housing, prevalence of female-headed households), observed physical and social disorder (e.g., presence of graffiti, accumulation of trash/litter in the neighborhood, presence of dysfunctional or abandoned vehicles), neighborhood perceptions (e.g., the perception that neighbors would intervene if children were truant and “hanging out,” the belief that people in the neighborhood can be trusted, fear of living in a particular neighborhood), sociodemographic characteristics (e.g., age, household income, religiosity, educational attainment), social psychological characteristics (e.g., self-esteem, depression, personal support networks), and drug use situational characteristics (e.g., illegal drug use amongst members of one's social network, locations/settings for illegal drug use, having sex while “under the influence”). Many of these influencing factors are hypothesized to interact with and to influence one another, helping to shape the “overall picture” of study participants' substance use/abuse or involvement in HIV risk behaviors. Some of the anticipated relationships are hypothesized to be causal and direct (indicated by solid lines on the figure), and others are hypothesized to be indirect or mediated by other variables in the model (indicated by dashed lines on the figure). The Social Disorganization Theory and Syndemics Theory paradigms underlying this conceptual model were selected for use in the People and Places study because both have been shown in previous studies to be effective and appropriate ways of conceptualizing the myriad factors that influence substance use/abuse and HIV risk practices [49-53]. In the present paper, emphasis is placed principally on the relationships and measures depicted in the four boxes on the right half of the page, as those shown on the left half of the page apply more to substance use/abuse outcome measures than they do to HIV risk behavior outcomes.

Consequently, a more analysis-specific conceptual model, derived from the guiding theoretical models underlying the People and Places “parent study,” was developed. That is shown in Figure 2. There, readers can see that the main outcome measure—which focuses specifically on HIV risk in the present paper—is construed as being affected by five types of other influences: demographic characteristics, sexual behavior practices, substance use/abuse behaviors, psychological and psychosocial functioning, and condom use self-efficacy. Most of these measures are also hypothesized to affect or to be affected by one another, too, as Figure 2 portrays. Consistent with the Syndemics Theory underpinnings for this research, it is the unique way that these factors influence one another and interact with one another that serves as the principal reason for adopting this conceptual approach to studying the research questions at hand.

![Figure 1: Conceptual Model for People and Places Study](image-url)
In order to be considered eligible for participation, respondents had to self-identify as African American, be at least 18 years of age, and have lived in that same neighborhood or census block group continuously for at least one year. People were considered ineligible for the study if they: (1) were in a drug treatment program or any other institutional setting for three months or longer during the year prior to interview, (2) were intoxicated at the time of consent or interview (see Footnote #2, below), or (3) displayed signs of cognitive impairment at the time of consent or interview.

The data for this paper were collected as part of People and Places, a cross-sectional, community-based study of people’s perceptions of how their neighborhood perceptions and contexts impacted their daily lives and actions, specifically their health and well-being. Data were collected between May 2009 and March 2012 in Atlanta, Georgia. Participants (n=1,864) were recruited from 80 census block groups, the residents of which largely were African Americans. Both active community outreach strategies (based on ethnographic information and interviews done with key informants) and passive methods (e.g., posting flyers in public places such as telephone poles, message boards inside of local bars, and message boards inside of some local stores) were used to recruit study participants. The census block groups included in the study were selected based on neighborhood structural characteristics as reported in the 2000 U.S. Census Data and based on data from the Atlanta Police Department. Consistent with the People and Places’ conceptual model and previous research findings, the neighborhood structural characteristics were selected on the basis of seven specific criteria: (1) the percentage of household incomes that were reported to be more than 20% above or below the federal poverty level, (2) the percentage of adults who had not completed high school or its equivalent, (3) the percentage of female-headed households, (4) the percentage of people who were unemployed or not in the labor force, (5) the percentage of one-unit housing structures, (6) the percentage of owner-occupied households, and (7) the percentage of vacant housing [54,55]. Specifically relevant for the present paper, within the selected census block groups, the sampling frame was designed to ensure sufficient variability by gender. Additionally, within census block groups, respondents were sampled within a two to three month period to guard against variability in actual neighborhood changes that could influence people’s perceptions.

In order to be considered eligible for participation, respondents had to self-identify as African American, be at least 18 years of age, and have lived in that same neighborhood or census block group continuously for at least one year. People were considered ineligible for the study if they: (1) were in a drug treatment program or any other institutional setting for three months or longer during the year prior to interview, (2) were intoxicated at the time of consent or interview (see Footnote #2, below), or (3) displayed signs of cognitive impairment at the time of consent or interview.

---

Footnote #2: Respondents who were deemed ineligible to participate at the time of their scheduled interview due to intoxication were given the option of rescheduling their interview at another time when they were not under the influence of alcohol and/or another drug. It should be noted that fewer than 5% of the respondents came to their initial interview while “under the influence,” indicating that this was not a major problem in the People and Places study. All but two of those persons who were asked to come back at a later time when they were sober elected to do so.
Individuals who met the eligibility criteria and who were interested in participating in *People and Places* were scheduled for an interview appointment at a research site situated within one of the communities included in the study\(^2\). Prior to the interview, which took place in a private room at the site, the interviewer explained the nature of the study, the time required for participating, and completed other informed consent-related procedures (see Footnote #3, below). The respondents were informed that a certificate of confidentiality protected all study materials. Once participants demonstrated a clear understanding of the consent form, they were asked to sign it and were provided with a copy. The Emory University Institutional Review Board approved the study protocol prior to implementation of the research.

Computer-assisted structured interviews (CASI) were conducted with eligible persons. The survey included such domains as demographic characteristics, social-psychological characteristics, health history, victimization and abuse experiences during the formative years, sexual history, drug use history, criminal justice involvement, and neighborhood perceptions. Interviews lasted approximately 90 minutes; and respondents were compensated $30 for their time.

**Measures Used**

The main independent variable used in these analyses is a categorical measure that combines gender and early-life sexual abuse history, dividing respondents into four categories: (1) men who never had been sexually abused during childhood and/or adolescence, (2) men who had been sexually abused during their formative years, (3) women who never had been sexually abused during childhood and/or adolescence, and (4) women who had been sexually abused during their formative years. Information about sexual abuse experiences came from the *Childhood Trauma Questionnaire* and was collapsed into “experienced” or “never experienced” for analytical purposes [56]. Although it is not being used in scale form here, the original sexual abuse scale used to create this categorical measure was found to be highly reliable (Cronbach’s alpha = 0.94).

The principal dependent variable used in these analyses is a continuous measure indicating the proportion of all sex acts that involved the use of male condoms during the 30 days prior to interview. This measure combines oral sex, anal sex, and vaginal sex acts, and is based on behaviors undertaken with all partner types, including main/steady partner(s) and casual partner(s), including persons with whom the respondent had engaged in transactionsal sex. Scores on this measure ranged from 0 (indicating no use of protection during sex during the preceding month; 38.0% of participants) to 1 (indicating all sex acts were protected; 22.3% of participants) (mean = 0.403, SD = 0.413).

As Figure 2 depicts, condom use self-efficacy was used as the main endogenous measure in these analyses. Included in this scale are such items as “I feel confident I could purchase condoms without being embarrassed” and “I feel confident in my ability to put a condom on myself or my partner” and “I would not feel confident suggesting using condoms with a new partner because I would be afraid he/she would think I am too sexually active,” among others. This continuous scale measure was comprised by 13 items, all scored with five-point Likert responses ranging from “strongly disagree” to “strongly agree.” The scale was adapted from the work done by Brafford and Beck and was found to be reliable (Cronbach’s alpha = 0.80) [57].

For the multivariate and structural equation analyses undertaken in conjunction with this research, four types of measures were included as independent variables: demographic variables, substance use/abuse measures, measures of psychological/psychosocial functioning, and sexual behaviors or sex-related items (Figure 2).

**Demographic variables** examined included: gender (coded male versus female), age (continuous), educational attainment (continuous), marital/relationship status (coded as “involved” versus “not involved” in a long-term / romantic relationship), religiosity (continuous), income (continuous), and sexual orientation (dichotomous, comparing heterosexuals to people self-identifying as gay, lesbian, or bisexual).

**Substance use/abuse measures** examined in these analyses included: whether or not the person reported drinking alcohol to the point of intoxication during the previous 30 days (yes/no), amount of alcohol consumed during the previous 30 days (continuous, based on quantity × frequency of alcohol use), age of first use of alcohol (continuous), age of first use of illegal drugs (continuous), the number of types of illegal drugs used during the preceding 30 days (continuous, ranging from 0 to 10), the number of drug-related problems experienced during the past 30 days (continuous scale measure, Kuder-Richardson\(_{20}=0.94\)), and amount of illegal drug use during the previous 30 days (continuous, based on summing quantity × frequency of use of 10 types of illegal drugs inquired about).

---

\(^2\) The informed consent form specified all domains of inquiry that were included in the questionnaire, including all forms of abuse and neglect during childhood and adolescence, as well as traumatic and life-threatening events occurring during adulthood. Interviewers prepared (i.e., “braced”) respondents for those questions as they reached the appropriate parts of the interview prior to starting those sections, to minimize their potential discomfort with those questions. Participants who expressed concern about these questions were given the option to skip the section(s) in question. It is noteworthy that none of them availed themselves of that option. To take respondents’ feelings into account even further, anyone who became upset during the interview was offered a break in the interview before deciding whether or not to continue with the interview. Again, nobody opted to terminate the interview or to skip any of the maltreatment-related questions. Upon completion of their interviews, the well-trained *People and Places* staff allowed respondents to speak with them in more detail, if they so desired, while also making it clear that they were research staff and not professionally trained to offer the kind of counseling that might be needed. Based on each participant’s interest, interviewers provided relevant written material and offered referrals to specific services in the community where the person could receive appropriate help by specially-trained personnel. As appropriate and necessary, staff members offered respondents the referral information so that they themselves could make those inquiries or, if the respondent preferred, the *People and Places* staff member offered to place the telephone call himself/herself to set up an appointment for the study participant. Very few such referrals were requested over the course of the study.
Four measures of psychological/psychosocial functioning were examined too. These continuous scale measures were: depression (20 items; assessed via the Center for Epidemiologic Studies–Depression [CES-D] scale, Radloff; Cronbach's alpha = 0.86), impulsiveness or sensation seeking (12 items; taken from Zuckerman-Kuhlman Personality Questionnaire, Zuckerman; Cronbach's alpha = 0.70), self-esteem (10 items; assessed via the Rosenberg Self-Esteem Scale, Rosenberg; Cronbach's alpha = 0.82), and randomness or viewing life events as happening beyond one's own control (7 items; adapted from work by CESSI / Institute for Comparative Social Research; for further details, see www.cessi.ru/index.php?id=140&L=1; Cronbach's alpha = 0.73) [58–60].

Several sexual behavior and sex-related measures were examined in these analyses, too. They included: the number of sex partners during the previous 30 days (continuous), whether or not the person reported having had any casual sex partners during the prior 30 days (yes/no), whether or not the person reported having had any paying sex partners during the previous 30 days (yes/no), age of first sexual intercourse (continuous), number of HIV-infected persons known to the respondent (continuous), number of people known to the respondent who had died from AIDS (continuous), and HIV/AIDS knowledge (continuous scale measure, Kuder- Richardson_{20} = 0.83).

Statistical Analysis

The first step in the analysis (undertaken to examine the first two research questions posed) was to examine whether or not the combined sexual-abuse-by-gender variable was related either to the endogenous condom use self-efficacy measure and/or to the principal outcome measure, proportion of sex acts involving the use of protection. This was done by conducting analysis of variance (ANOVA) tests for both measures, applying post hoc paired-comparisons tests for any measure showing statistically-significant main effects.

The next step in the analysis entailed conducting bivariate analyses for the various independent variables described above as they related to the (un)protected sex outcome measure. Whenever the independent variable in question was dichotomous (e.g., gender, had any recent casual sex partners), these bivariate analyses entailed the use of Student's \( t \) tests. Whenever the independent variable in question was continuous (e.g., age, number of drug types used), the bivariate analyses entailed the computation of correlation coefficients, using Pearson's \( r \) as the test statistic. Items that were found to be statistically significant (\( p < 0.05 \) or marginally significant (\( p < 0.10 \)) in these bivariate analyses were retained for entry into a multiple regression equation to determine which items were associated with the outcome measure when the effects of the other measures under consideration were taken into account. Both forward selection and backward elimination procedures were used to develop a fully-reduced (or saturated) model containing only statistically-significant predictors. The results obtained did not differ based on the selection / elimination approach used. Subsequently, the same procedures just described were followed using condom use self-efficacy (the model's endogenous measure) as the dependent variable.

The final step in the analysis was to map out the findings of the two multiple regression equations in the form of a chart and then subject these findings to a structural equation analysis (Figure 2). When conducting such an analysis to evaluate the overall suitability of the model, we look for four specific parameters to be met. First, the overall goodness-of-fit index should be as close to 1.00 as possible, but not less than 0.90. Second, the chi-square test for the model should be statistically non-significant, and preferably as far as possible from demonstrating statistical significance. Third, the root mean square error approximation (RMSEA) must be as close to 0.00 as possible, but not greater than 0.05. Fourth, the Bentler-Bonett coefficient for the normed fit index should be as close to 1.00 as possible, but not less than 0.90. If all four of these parameters are met, then subject these findings to a structural equation analysis (Figure 2). When conducting such an analysis to evaluate the overall suitability of the model, we look for four specific parameters to be met. First, the overall goodness-of-fit index should be as close to 1.00 as possible, but not less than 0.90. Second, the chi-square test for the model should be statistically non-significant, and preferably as far as possible from demonstrating statistical significance. Third, the root mean square error approximation (RMSEA) must be as close to 0.00 as possible, but not greater than 0.05. Fourth, the Bentler-Bonett coefficient for the normed fit index should be as close to 1.00 as possible, but not less than 0.90. If all four of these parameters are met, then the structural equation model is said to be a valid, statistically defensible representation of the relationships being examined.

Results

Sample Characteristics

Table 1 presents an overview of the characteristics of the sample. Most (56.2%) of the study participants were male. Respondents ranged in age from 18 to 92, with a median age of 37 years (mean = 37.3, SD = 13.1). The mean number of years of education was 12.4 (SD = 2.2, range = 5–21). Nearly one-half of the sample had no more than a high school education (49.3%). Approximately two-thirds of the study participants (69.5%) were unemployed at the time of interview. Slightly more than one-half of the respondents (55.6%) were married or involved with someone in a marital-type relationship. As stated earlier, all participants in the People and Places study were African American.

Sexual Abuse and Gender, and (Un)protected Sex and Condom Use Self-Efficacy

Figure 3 presents the findings obtained for the relationships between sexual abuse and gender, and (un)protected sex and condom use self-efficacy. The left side of the figure shows that the combination of sexual abuse history and gender did have an impact on the extent to which people reported using condoms (\( p < 0.05 \)). Post hoc paired-comparisons tests revealed that condom use rates were significantly higher for men who had never been sexually abused when compared to their female counterparts who had been sexually abused during their formative years (43.3% versus 35.2%; \( p < 0.01 \)). The right side of Figure 3 demonstrates that
the combination of childhood sexual abuse and gender also had a significant impact upon respondents’ levels of condom use self-efficacy \((p<.0001)\). Post hoc paired-comparisons tests revealed that women, regardless of their sexual abuse history, reported higher rates of condom use self-efficacy than their male counterparts, also regardless of their sexual abuse history (40.9 versus 39.2; \(p<.0001\)).

<table>
<thead>
<tr>
<th>Demographic Characteristic</th>
<th>N</th>
<th>% of Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1047</td>
<td>56.2</td>
</tr>
<tr>
<td>Female</td>
<td>817</td>
<td>43.8</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>68</td>
<td>36.5</td>
</tr>
<tr>
<td>30-39</td>
<td>31</td>
<td>17.1</td>
</tr>
<tr>
<td>40-49</td>
<td>45</td>
<td>24.5</td>
</tr>
<tr>
<td>50 or older</td>
<td>409</td>
<td>21.9</td>
</tr>
<tr>
<td>Educational Attainment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>732</td>
<td>39.1</td>
</tr>
<tr>
<td>High school graduate or equivalent</td>
<td>722</td>
<td>38.5</td>
</tr>
<tr>
<td>At least some college</td>
<td>419</td>
<td>22.4</td>
</tr>
<tr>
<td>Employment Status*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1295</td>
<td>69.5</td>
</tr>
<tr>
<td>Employed, part-time</td>
<td>243</td>
<td>13.0</td>
</tr>
<tr>
<td>Employed, full-time</td>
<td>161</td>
<td>8.6</td>
</tr>
<tr>
<td>Marital Status*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single, not married</td>
<td>737</td>
<td>39.5</td>
</tr>
<tr>
<td>Married or “involved” in a relationship</td>
<td>1037</td>
<td>55.6</td>
</tr>
</tbody>
</table>

* For these particular measures, the percentages do not add up to 100% because of other categories not shown in the table

Table 1: Demographic Composition of the Sample

Figure 3: Sexual Abuse, Gender, and HIV Risk Behaviors
Factors Associated with Protected Sex

In the interest of conserving space and not bogging down readers with a great deal of extraneous data, the results of the bivariate analyses for both the protected sex outcome measure and the condom use self-efficacy endogenous measure are not presented. As Figure 4 demonstrates, the multivariate analysis identified eight variables that were found to be associated with engaging in protected sex. First, the younger someone was, the more likely he/she was to use condoms ($p<.05$). Second, people who were married or involved with someone in a marital-type relationship reported less condom use than their unmarried counterparts ($p<.001$). Third, respondents who had the highest levels of condom use self-efficacy were those who reported the greatest use of condoms ($p<.001$). Fourth, the higher people's levels of self-esteem were, in general, the more likely they were to use condoms ($p<.001$). Fifth, the older people were when they had sexual relations for the first time, the more likely they were to report condom use now ($p<.05$). Sixth, the more HIV-infected persons that the study participant knew, the greater his/her use of sexual protection tended to be ($p<.01$). Seventh, somewhat counterintuitively, the more involved the person was in polydrug use during the recent past, the more he/she typically engaged in protected rather than unprotected sex ($p<.05$). Finally, the sexual-abuse-and-gender measure that is used as the focal point of this paper was found to be discerning for engaging in (un)protected sex as well ($p<.001$). Together, these items accounted for 15.6% of the total variance, with marital status, condom use self-efficacy, level of self-esteem, and the sexual-abuse-and-gender measure being the most salient contributors.

Factors Associated with Condom Use Self-Efficacy

As Figure 4 depicts, multivariate analysis revealed that 11 items were related to study participants' levels of condom use self-efficacy. First, the younger the person was, the more likely he/she was to feel confident in his/her ability to use condoms correctly and/or to negotiate successfully with a sex partner for their use ($p<.001$). Second, people who were married or involved with someone in a marital-type relationship reported lower levels of condom use self-efficacy than their unmarried peers ($p<.05$). Third, the more religious a respondent was, the higher he/she tended to score on the condom use self-efficacy measure ($p<.05$). Fourth, the greater the number of sex partners that someone reported having during the recent past, the less confident he/she was in his/her ability to use condoms or to negotiate successfully for their use ($p<.05$). Fifth and sixth, respondents who acknowledged having had any casual sex partners or any paying sex partners during the recent past tended to report higher overall levels of
condom use self-efficacy than their counterparts who had not had these types of sex partners recently (p<.01 in both instances). Next, study participants who said that they had consumed alcohol to the point of intoxication during the previous month reported lower levels of condom use self-efficacy than their not-recently-intoxicated peers (p<.05). Eighth, the more impulsive people were by nature, the lower their levels of condom use self-efficacy tended to be (p<.001). Ninth, the more that people tended to ascribe events happening to them to outside forces instead of to themselves, the less confident they felt in their ability to use condoms correctly/consistently or to negotiate for their use (p<.01). Tenth, higher self-esteem was associated with greater condom use self-efficacy (p<.001). Finally, the sexual-abuse-and-gender variable (which is the main measure of interest in the present paper) was also found to be one of the unique contributors to respondents’ levels of condom use self-efficacy (p<.001). Together, these items accounted for 26.2% of the total variance, with age, level of impulsivity, level of self-esteem, and the sexual-abuse-and-gender measure being the most salient contributors.

**Structural Equation Model**

As a final analytical step, the relationships just described, which are portrayed in Figure 4, were subjected to a structural equation analysis to determine how effective this way of construing the data is. As presented in the lower right-hand corner of Figure 4, the goodness-of-fit index for this model is 0.999. The chi-square test statistic for the overall equation was found to be nonsignificant, at p=.559. The root mean square error approximation for this model is 0.000. The Bentler-Bonett normed fit index coefficient is 0.997. Overall, these characteristics indicate an excellent fit of the model with the research data, suggesting that Figure 4 is an effective way of representing the relationships within the People and Places study’s data.

**Discussion**

In this urban-based study of African American adults, both gender and sexual abuse during the formative years, interacting with one another, were related to HIV risk taking. As the present authors have demonstrated in other papers based on very different research samples, the relationship between childhood maltreatment history and HIV risk taking in adulthood is a complex one that does not lend itself to a simplistic or “neat” interpretation [61,62]. In the present paper, the primary intergroup difference identified in the multivariate analysis, which was confirmed in the subsequent structural equation analysis, was between men who had not been sexually abused during their formative years and women who had been sexually abused during their formative years, with the latter engaging in protected sex less frequently than the former. In part, this finding is consistent with other studies that have demonstrated a link between sexual abuse and subsequent involvement in higher rates of HIV risk taking among African American women [18,63]. This finding is not consistent with others reported in the scientific literature, however, with regard to the impact of sexual abuse experiences on HIV risk practices among men, which generally have shown that sexual abuse adversely impacts men’s lives and health behaviors in subsequent years [64-66].

This leaves us with a conundrum: Why is it that, in the People and Places research sample, HIV risk would be elevated for sexually abused women but not sexually abused men? We have no ready answer to this question, and believe that it is a finding meriting further scientific study. In general, although the impact of sexual abuse on later-life functioning and behaviors has been studied fairly extensively, potential gender differences in this relationship have not been examined much at all. It is possible that sexual abuse affects men and women somewhat differently, not in terms of having adverse effects on them, but rather, in terms of exactly what types of adverse effects it has and how the abuse-related damage manifests itself later in life. This would be an ideal avenue for future researchers to pursue. Nowhere is this more true than with regard to learning more about sexual abuse experiences among African Americans, whose race/ethnicity-specific reactions to experiencing sexual abuse have barely been studied at all, especially in comparison with other racial/ethnic groups. Our hypothesis going into this research, based on previously-published studies addressing masculinity norms among African American men, was that sexually abused men would fare far worse than others in the study in terms of their HIV-related outcomes. This hypothesis was not supported by the data.

Another noteworthy finding coming from this study pertained to the way that the sexual-abuse-and-gender measure related to condom use self-efficacy. This is important, because in the present study, consistent with other published reports condom use self-efficacy was one of the strongest predictors of the use/nonuse of condoms [67-69]. In this research, we found that sexually-abused and never-abused women alike reported higher levels of condom use self-efficacy than their male counterparts, regardless of their sexual abuse histories. This is inconsistent with other research (which has been quite limited) examining gender differences in condom use self-efficacy, which has found greater condom use self-efficacy among men than among women [70]. It is also generally inconsistent with the similarly-limited published research examining the impact of sexual abuse on condom use self-efficacy, which has reported diminished efficacy among people who had been abused while growing up [71].

Once again, we are left in the position of trying to explain unexpected findings regarding the way sexual abuse history and gender interact with one another in terms of their impact on yet another measure that is related closely to HIV risk taking (namely, condom use self-efficacy). Why is it that women in People and Places reported higher levels of condom use self-efficacy than their male counterparts, and why was sexual abuse history not more relevant in this relationship? These are challenging questions to answer. Regarding the latter question, perhaps the psychological damages done by sexual abuse are such that they tend to affect
other aspects of people's lives more than the confidence they have in their ability to use condoms correctly/consistently and/or to negotiate successfully for their use. That is to say, perhaps sexual abuse is not as salient to condom use self-efficacy as other factors—such as gender, relationship status, and partner communication skills, for example—are. This is a finding that merits replication in future research, and it is a subject matter (i.e., the extent to which sexual abuse and other types of childhood maltreatment impact condom use self-efficacy) that warrants further examination in future studies.

With respect to the issue of why women in the present study reported higher levels of condom use self-efficacy than men did, there are several possible explanations. One possibility is that more of the sexual decision-making power rests with the African American women interviewed in conjunction with this research than it does with their male counterparts. Other authors have written about sexual empowerment and the factors associated with greater/lesser sexual empowerment among African American women [72-74]. Their works offer some interesting insights and thoughts on the nature of sexual empowerment and issues pertaining to sexual safety/risk taking among African American women; and that might help to explain the gender difference we observed in condom use self-efficacy levels [75]. Another possible explanation for our finding is that the women who participated in this study, more than their male counterparts, have been educated about HIV and the ways to prevent its transmission. There is evidence in the scientific literature to suggest that African American men are in need of additional information, skills training, and intervention/prevention efforts with respect to HIV risk behaviors [76-78]. Thus, it is possible that the men in the People and Places study were more in need of these types of HIV-related information/services than the women, which might help to account for the gender-based difference in condom use self-efficacy levels that we observed. A third possible explanation for our finding is that male communication skills pertaining to condom use—which is a key component of overall condom use self-efficacy—might be stronger among women than among men. Once again, the published literature contains some evidence to support this notion, as other researchers have reported that women are able to communicate more easily with their partners than men are, although there is also evidence that men are more comfortable discussing sexual matters with their sex partners than women are and some evidence to suggest that African American women more often fail to discuss condom-related matters with their sex partners [79-83]. Some women, especially those who are younger adults, may be more willing to discuss sexual matters and condom use with their partners because of concerns surrounding becoming pregnant [84]. Following years of news reports to the general public about rising rates of HIV infections among women at the time this study was conducted, especially among women of color, it is also possible that our female study participants made it a point to try to speak with their sex partners about sexual protection-related matters in an effort to keep themselves safe from HIV and other sexually transmitted infections [85].

As one final point of discussion, we would like to highlight the fact that, as we initially hypothesized, the way that sexual abuse history and gender interact with one another and subsequently affect HIV risk taking in this population of urban-resident African Americans was complex. As the conceptual model provided in Figure 2 depicted and as the results obtained and portrayed in Figure 4 demonstrated, the interaction of sexual abuse and gender is but one among many types of factors influencing people's involvement in HIV risk practices. Various aspects of psychological/psychosocial functioning were also relevant. So, too, were study participants' substance use practices, their sexual behaviors, and a variety of demographic characteristics.

How these types of influences—and other factors that were not examined in the present study—work together to determine people's actual sexual risk behaviors is an intricate process that, despite years of scientific inquiry, remains partly unknown, partly well-understood, and partly difficult to explain. It is against this backdrop of complicated, intertwined, mutually-influencing relationships that Syndemics Theory—one of the guiding paradigms for the present research—was developed. The findings presented in this paper support the continued use of Syndemics Theory-based research in the study of HIV risk practices. This theoretical approach has grown in popularity during the past 10 to 15 years, and it has been shown in several studies based on quite-varied research samples—including Internet-using men who have sex with other men, young transgender women, South African women attending public drinking venues, patients attending an urban STD clinic, adult women of Latina descent, among others—to be an effective and apropos way of conceptualizing the way that the myriad factors that affect HIV risk taking interact with one another [10,85-90]. The present study's findings extend this trend by demonstrating yet one more population group—namely, urban-dwelling socioeconomically-disadvantaged African Americans—whose risk practices may become better understood with the continued adoption of this theoretical model by future intervention and prevention programs.

Potential Limitations

We would like to acknowledge a few limitations of these data. First, the data collected as part of this study were all based on uncorroborated self-reports. Therefore, the extent to which respondents underreported or overreported their involvement in risky behaviors is unknown. In all likelihood, the self-reported data can be trusted, as numerous authors have noted that persons in their research studies (which, like the present study, have included fairly large numbers of substance abusers and/or persons at risk for contracting or transmitting HIV) have provided accurate information about their behaviors [41,91,92].

A second possible limitation pertains to recall bias. Respondents were asked to report about their beliefs, attitudes, and behaviors during the past 30 days, the past 90 days, and the past year, depending upon the measure in question. These time frames were chosen specifically (1) to incorporate a large enough amount of time in the risk behavior questions' time frames so as to facilitate meaningful variability from person to person, and (2) to minimize recall bias. The exact extent to which recall bias affected the
data cannot be assessed although other researchers collecting data similar to that captured in this study have reported that recall bias is sufficiently minimal that its impact upon study findings is likely to be small, provided that the recall period for many types of frequency-counted behaviors does not exceed 90 days [93,94].

A third possible limitation of these data comes from the sampling strategy used. All interviews were conducted in the Atlanta, Georgia metropolitan area. There may very well be local or regional influences or subcultural differences between these women and those residing elsewhere that could affect the generalizability of the data. Additionally, this study was based only on African Americans. Findings may be different amongst members of other racial/ethnic groups. Similarly, there was a residential stability requirement imposed on eligibility for this study. In all likelihood, this has some effect on the data because people who were new to the communities in question and those who had lived in these communities for months or years but who relocated prior to the data collection period would not be included in this study.

Additionally, we would like to acknowledge the fact that different sexual practices carry with them varying levels of actual HIV risk [95]. In the construction of our “proportion of unprotected sex acts” dependent measure, we combined unprotected oral sex, unprotected vaginal sex, and unprotected anal sex so that our analysis was simplified and easy to interpret rather than parsing these behaviors and complicating the results by reporting separately on oral, vaginal, and anal sex. It should be noted, however, that engaging in unprotected anal sex has a much higher risk for transmitting HIV than engaging in unprotected vaginal sex does, and likewise, that vaginal sex is considered to be riskier than oral sex [96-98]. Moreover, the risks for becoming HIV infected through these different types of sexual practices have been shown to differ for men and for women and the measure used in the present study did not take into account those differing levels of exposure-related risk [97].
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