Noise and non-neuronal contributions to the BOLD signal: applications to and insights from animal studies
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Abstract

The BOLD signal reflects hemodynamic events within the brain, which in turn are driven by metabolic changes and neural activity. However, the link between BOLD changes and neural activity is indirect and can be influenced by a number of non-neuronal processes. Motion and physiological cycles have long been known to affect the BOLD signal and are present in both humans and animal models. Differences in physiological baseline can also contribute to intra- and inter-subject variability. The use of anesthesia, common in animal studies, alters neural activity, vascular tone, and neurovascular coupling. Most intriguing, perhaps, are the contributions from other processes that do not appear to be neural in origin but which may provide information about other aspects of neurophysiology. This review discusses different types of noise and non-neuronal contributors to the BOLD signal, sources of variability for animal studies, and insights to be gained from animal models.
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Introduction

Functional MRI (fMRI) and resting state fMRI (rs-fMRI) studies in humans and in animal models have long been intertwined. The blood oxygenation level dependent (BOLD) contrast that forms the basis for both methods was first demonstrated in rats (Ogawa et al., 1990). Functional MRI and rs-fMRI were then quickly developed in humans (Bandettini et al., 1992; Biswal et al., 1995; Kwong et al., 1992; Ogawa et al., 1992). Both techniques were...
rapidly translated to rodents and nonhuman primates to investigate the neurophysiology underlying the signals detected with MRI. As neurovascular coupling and the properties of the BOLD fluctuations became better understood, fMRI and rs-fMRI became widely used in studies of human brain function and dysfunction, largely due to their noninvasive nature and whole brain coverage. More recently, fMRI and rs-fMRI have been increasingly applied in animal studies as translational measures of altered brain activity in a variety of conditions. While many of the sources of noise are common across humans and animals, their relative contribution and manifestation can differ. Even more intriguing are contributions that are distinct from traditional noise sources that may prove to arise from other types of neurophysiological processes. This review describes different types of noise that are common in non-human fMRI and rs-fMRI scans, along with potential mitigations and future outlooks.

**Functional MRI and rs-fMRI in animal models**

Functional MRI and rs-fMRI in animal models are performed in much the same way as in humans (Huang et al., 1996; Pawela et al., 2008; Silva and Koretsky, 2002; Spenger et al., 2000; Zhao et al., 2008). For fMRI, a sensory stimulus or task is presented at known time points while a series of images are acquired. Areas of the brain where the BOLD signal changes during stimulation can be identified using correlation analysis or generalized linear model (GLM) methods. For rs-fMRI, a similar series of images are acquired but without any external stimuli. Whereas task-based MRI is the explicit examination of the changes in brain activation related to particular tasks, rs-fMRI provides a toolset to identify and compare functional network organization within the brain (Biswal et al., 1995). Functional networks can be identified with seed-based correlation analysis, ICA, or other techniques (Kalthoff et al., 2013; Keilholz et al., 2010; Pawela et al., 2008; Williams et al., 2010; Zhao et al., 2008).

Despite the range of brain volumes (from ~415 mm\(^3\) to mice (Kovacević et al., 2005) to ~1400 cm\(^3\) in humans (Lüders et al., 2002)) and the differences in gyrification, many areas of the brain are widely preserved across mammalian species, including sensory cortices, multimodal association areas, and motor cortices (Kaas, 2007; Krubitzer, 1995). The lack of local energy stores in the brain requires that the vasculature respond dynamically to changes in neuronal activity, and it appears that this neurovascular coupling is also relatively conserved across species, although the timing and shape of the hemodynamic response vary (de Zwart et al., 2005). As expected based on these similarities, fMRI studies in cats, rodents, and monkeys have demonstrated patterns of activation in response to sensory stimuli similar to those detected in humans (Aksenov et al., 2015; Huang et al., 1996; Keilholz et al., 2004; Kim and Uğurbil, 1997; Lee et al., 1999; Logothetis et al., 2001; Schroeter et al., 2014; Yang et al., 1996; Yen et al., 2011). Likewise, using rs-fMRI researchers have shown that numerous networks (including somatosensory, motor, visual, and even “default mode”) are present across species (Belcher et al., 2016, 2013; Ghahremani et al., 2016; Lu et al., 2012; Mantini et al., 2011; Pawela et al., 2008; Schroeder et al., 2016; Vincent et al., 2007; Williams et al., 2010; Zhao et al., 2008).

While many brain characteristics are common across species, certain species are better suited for particular types of studies than others. Rodents are commonly used in basic
Among rodents, rats have historically been the most popular subjects for fMRI and rs-fMRI, playing an important role in elucidating the origin and properties of the BOLD signal (Duong et al., 2000; Lee et al., 1999; Lu et al., 2007; Pan et al., 2010, 2011; Silva et al., 1999; Silva and Koretsky, 2002; Spenger et al., 2000). A prominent drawback of fMRI studies in rodents has been that they are limited to fairly simple sensory studies, because cognitive tasks cannot be performed by anesthetized animals in the scanner. However, rs-fMRI is in many ways more flexible than task or stimulus-related fMRI, allowing brain regions that are difficult to target with traditional sensory stimulation to be examined, including areas involved in cognition. Robust fMRI and rs-fMRI methodologies have more recently been developed for mice as well, unlocking the potential of using genetic manipulations to investigate brain function (Grandjean et al., 2014; Guilfoyle et al., 2013; Jonckers et al., 2014; Sforazzini et al., 2014; Stafford et al., 2014; Zerbi et al., 2015). The spatial resolution required for comparable coverage of the smaller mouse brain is higher, but high field scanners and sophisticated imaging techniques make the experiments feasible. Another recent development is the growing use of the awake rabbit model (Aksenov et al., 2015; Schroeder et al., 2016). Unlike rats or mice, rabbits freeze when uneasy and take well to restraint, which may minimize stress in the scanner environment and eliminate the need for anesthesia (Miller et al., 2003; Wyrwicz et al., 2000).

Types and effects of noise

For this review, we adopt a broad definition of noise as anything that interferes with the detection of the signal of interest (Figure 1). Functional MRI aims to detect changes in...
neural activity that occur in response to a task or stimulus; rs-fMRI ideally detects coordinated changes in neural activity over time across areas. A number of factors can reduce our ability to detect the desired changes. At the most basic level, there is image noise. This can include distortion, dropout, displacement, spatial modulation of image intensity, high frequency background fluctuations, thermal noise, etc. While the image signal to noise ratio (SNR) is usually defined as the average intensity in an area divided by the standard deviation of the background, artifacts such as signal dropout can change very slightly from image to image, affecting the time course of the functional data and reducing the sensitivity to the functional changes of interest in ways that are not readily captured with traditional measures of SNR. For this reason, we have included these issues along with more standard types of image noise. Image noise is typically related to choices made during image acquisition (spatial resolution, echo time, RF coil) and is commonly found in any neuroimaging study, whether in animals or in humans.

A second type of noise affects the time course of the fMRI or rs-fMRI scan. Examples include motion, cardiac pulsation and the respiratory cycle. This noise can introduce alterations in the time course ranging from slow, almost periodic modulations to abrupt spike-like signal changes. Time course noise can contribute to the signal from all voxels in the brain or be localized to distinct subsets of voxels. This type of noise is a major confound for both human and animal fMRI and rs-fMRI studies, and extensive work on how to best mitigate its effects can be found in the literature.

Two other perhaps more controversial types of noise will also be considered: noise that interferes with detection of activation or functional connectivity in an animal and noise that affects comparisons across groups. The first might arise from ongoing background activity (fluctuations comparable in amplitude to the response to a stimulus) or changes in physiological condition (increasing blood flow in response to intubation-induced hypercapnia) that overwhelm the signals of interest. The second can occur due to differences across groups (baseline cerebral blood flow, hypertension, changes in respiration or cardiac pulsation) that can be mistaken for changes in activation or connectivity, or that can obscure true changes. Both can be minimized though not neglected with careful evaluation and maintenance of animal physiology, as discussed in more detail later. Nevertheless, it should be noted that a portion of this “noise” is not really noise at all, but rather reflects ongoing processes in the brain that modulate the response to stimuli or the correlation between different areas. As part of this review, we discuss some contributions that may arise from these processes.

**Image and time course noise**

**Acquisition-related image noise**

As in human fMRI and rs-fMRI studies, rodent studies usually employ gradient echo (GE) echo planar imaging (EPI) to provide good temporal resolution and sensitivity to the BOLD signal. All GE-EPI sequences are vulnerable to susceptibility-based artifacts, blurring, distortion and signal dropout (Chung et al., 2011; Hoge et al., 2010; Tang and Huang, 2011). Some of these effects can be exacerbated in animal studies due to the relatively high field strength of many small animal magnets (7T or higher). Susceptibility interfaces, particularly...
around the ear canals, cause distortion that is often worst near the base of the brain. The strong magnetic field increases the frequency dispersion at susceptibility interfaces, making the artifact larger. In humans, the resulting signal dropout and distortion are sometimes mitigated by corrections based on phase mapping or on active shimming strategies (Gu et al., 2002; Tang and Huang, 2011). Some of these techniques are beginning to be applied to animal studies as well (Hong et al., 2015) but they are not yet widely available. Strong higher order shims are particularly helpful to minimize distortion when whole brain imaging is needed (Keilholz et al., 2006, 2004). In animal models, it is also sometimes possible to reduce susceptibility mismatches by filling air spaces with matching agents (Adamczak et al., 2010; R. Li et al., 2015).

T2 and T2* are shorter at high magnetic fields, with a correspondingly shorter TE for optimal BOLD sensitivity. For GE-EPI studies at fields of 7T or higher, echo times are typically 10–20 ms, with higher signal and less distortion at shorter TEs but more sensitivity to the BOLD signal at longer TEs (Adamczak et al., 2010; Ciobanu et al., 2015; J. V Liu et al., 2013; Williams et al., 2010). For comparison, TE values for human studies at 3T are typically around 30–40 ms (Jann et al., 2015; Küblböck et al., 2014; Magnuson et al., 2015; Y. F. Wang et al., 2016). In addition, coil technology and advanced imaging sequences are usually less available for small animals, unless the researchers are willing and able to build their own. However, some types of technology are designed specifically for small animal imaging (cryoprobes, microcoils) and provide substantial improvement (Grandjean et al., 2014; Schroeter et al., 2014).

**Time course noise: motion**

In human fMRI and rs-fMRI studies, slight motions of the head are common and can lead to false patterns of activation (particularly if the motion is time-locked with the stimulus) or widespread correlation. Even small changes in position can alter the relative amounts of different tissues within a voxel, change the position of the slices, or give rise to spin-history effects (Friston et al., 1996; Muresan et al., 2005). Rigid-body realignment is typically applied to mitigate these effects, sometimes followed by “scrubbing” of scan time points with high levels of motion (Power et al., 2012). Rejection criteria are commonly based on voxel size, and in animal studies, voxels are much smaller than in humans (by approximately an order of magnitude in each direction for rats). Thus an acceptable level of motion for a human study may be ~ 1.5 mm but an acceptable level in a rodent study might be ~ 150 microns. This small tolerance for motion is made achievable by the fact that rodents are usually restrained in a stereotaxic device that uses ear bars and a tooth bar to immobilize the head. Motion can be further reduced with the use of anesthesia and, in some cases, paralytic agents. Therefore, the level of motion in rodent fMRI or rs-fMRI experiments is usually acceptable even with the stricter criteria imposed by the higher spatial resolution (Figure 2). Because the level of motion is typically low and motion correction may introduce artefacts itself (Grootoonk et al., 2000), many animal researchers take the approach of inspecting motion time courses for each scan and discarding any scans where significant motion occurs.

In the rodent, respiration can cause apparent motion of the brain due to the movement of the thorax within the magnetic field. This results in frequency offsets and the apparent shifting
of the brain in the phase encode direction (Kalthoff, Seehafer, Po, Wiedermann, & Hoehn, 2011). Similarly, apparent motion in the phase encode or slice directions can arise from a slow frequency drift, possibly associated with gradient heating (Figure 2). Careful application of motion correction and regression of motion and respiratory parameters can minimize the effect on further analysis.

Time course noise: physiological cycles

Physiological noise commonly arises from the respiratory and cardiac cycles and manifests as spatially structured noise that can introduce spurious correlations or activations (Murphy et al., 2013). In addition to contributions from the cycles themselves, variations in heart rate or breathing pattern can also add structured noise to the data (Birn et al., 2006; Chang et al., 2013). The effects of physiological cycles are particularly troublesome for rs-fMRI. In fMRI, activation maps are typically created from the combined responses to many stimuli. This averaging effectively suppresses noise that is not phase-locked to the stimulus. In rs-fMRI, however, the spontaneous neural activity that would ideally be detected is not predictable or time-locked. Any process that contributes to the BOLD signal in a spatially-structured manner can alter network connectivity or even introduce spurious "networks" unrelated to brain activity.

In many human studies, retrospective methods of physiological noise correction are applied, including regression of white matter (WM) and cerebrospinal fluid (CSF) signals. In rodents, however, the volume of white matter and CSF is relatively small and, though this method has been used successfully by some groups (Liska et al., 2015; Sforazzini et al., 2014; Sierakowiak et al., 2015), it can be difficult to obtain clean estimates of the WM and CSF signals, particularly in scans with relatively low spatial resolution. Ideally, the cardiac and respiratory cycles themselves be recorded during all animal experiments, particularly in anesthetized animals where physiological variables tend to change over time unless strict stability of anesthesia level, temperature, and oxygenation are maintained (Pan et al., 2015). Their contributions to the signal time course can then be minimized by regression on a voxel-by-voxel basis (Glover et al., 2000; Hu et al., 1995).

Sometimes constant recording of physiological cycles is not feasible due to scanner interference or other experimental constraints. Respiration is fairly easily captured with a small pressure balloon placed beneath the animal, but electrocardiography can be tricky in small animals placed in high field scanners. Blood oxygenation should be measured with a pulse oximeter as part of routine animal monitoring, and this measurement can also give the heart rate. While this strategy does not allow a full characterization of the cardiac cycle, it at least provides information about the stability of the animal’s condition over the course of the scan. If physiological noise correction based on cardiac and respiratory cycles can not be corrected directly due to the challenges in recording, they must at minimum be monitored, recorded and reported to demonstrate that the animals are in a stable physiological state during the study and that no baseline differences exist across groups.

In mechanically ventilated animals, the challenges are slightly different. The respiratory cycle is extremely stable, as shown by the narrow peak in Figure 3, and there is little variation during the course of a scan. However, it is critical that researchers measure arterial
blood gases in ventilated animals, as they can quickly become hyper- or hypocapnic, with resulting changes in blood flow, activation patterns, and connectivity maps.

Sometimes the primary contribution of respiration and cardiac pulsation can be removed directly based upon frequency. The rate of cardiac pulsation in rats depends on the age of the animal and the anesthetic used, but is around 5 Hz. Respiratory rates are closer to 1 Hz. With most small animal scanners, a single slice can be sampled rapidly enough to resolve the primary spectral peaks from these processes. Using a 100 ms TR, Williams et al. found that respiratory contributions are strongest near the midline of the brain and along the brain surface, while cardiac noise is highest near the base of the brain (2010; Figure 3). However, the sampling rates required to resolve the physiological cycles typically preclude the whole brain coverage needed for many studies and do not correct for contributions from aliased higher frequency harmonics.

**Time course noise and appropriate choices of filters**

Human rs-fMRI studies almost universally employ a lowpass filter cutoff of 0.08 or 0.1 Hz based on early studies that found that higher frequencies had stronger noise contributions (Cordes et al., 2001), though recent studies with higher sampling rates have demonstrated functional connectivity at substantially higher frequencies (Chen and Glover, 2014; Lee et al., 2013). Filtering out the higher frequency components can reduce many types of noise while improving sensitivity to the BOLD fluctuations, which are predominantly low in frequency. The 0.08 or 0.1 Hz cutoffs are routinely applied to animal rs-fMRI studies as well. While this may be appropriate for some anesthetics (isoflurane), for others the frequency range should be much broader. Pan et al. examined the coherence between infraslow electrical activity (< 1 Hz) and the BOLD fluctuations and found that significant coherence was limited to < 0.1 Hz under isoflurane but extended to about 0.25 Hz for dexmedetomidine (Pan et al., 2013). This finding should motivate a careful examination of the frequency spectrum of the BOLD signal across groups of animals and under different anesthetic conditions. For example, it is possible that changes in connectivity across groups of rats could reflect a change in vascular tone or other neurophysiological parameters that in turn results in a shift in the BOLD power spectrum, moving the main range of coherence beyond the high frequency cutoff.

**Physiological condition**

To ensure reproducible experimental results, groups of animals should be consistent in strain, gender, age, weight, housing condition, food and lighting cycle, etc (Hildebrandt et al., 2008). Anesthetics in particular can affect different strains/sexes differently (Hu et al., 2012; Petrinovic et al., 2016), and therefore can contribute to group differences. Physiological parameters should be monitored and controlled as much as possible during every experiment. Relevant parameters include anesthetic level, body temperature, oxygenation level, and respiratory and cardiac rhythms. Fluctuations in body temperature can contribute to drifts in the BOLD signal baseline, even when the temperature changes are within physiological ranges (Vanhoutte et al., 2006). Respiratory and cardiac contributions can be minimized during postprocessing if they are recorded and time-locked to image
acquisition (Glover et al., 2000; Hu et al., 1995). Note that cardiac and respiratory rates vary substantially across species and, for small animals, are typically much faster than for humans. For example, rats typically have cardiac rates of 300–400 beats per minute and respiratory rates of 85–110 breaths per minute, although this depends on strain, sex, size, and time of day, and is often altered by anesthesia (Azar et al., 2011; Pass and Freeth, 1993). Physiological processes are even faster for mice, with cardiac rates of 500–700 beats per minute and respiratory rates of 100–160 breaths per minute, though again the rates are highly variable across conditions and strains (Groeben et al., 2003; Ho et al., 2011). In contrast, typical rates for human respiratory and cardiac cycles are 12–18 breaths per minute and 50–90 beats per minute (Barrett and Ganong, 2010; Spodick, 1996). For studies that compare different groups of animals, demonstrating that the heart rate and blood oxygenation levels are comparable across groups and stable over the course of the experiment greatly increases confidence that any effects are not due to alterations in basic physiology.

Data quality assessment is critical prior to further data analysis. Reviewing animal physiological recordings over the course of each scan and ensuring that the animal is in a stable and normal range is extremely important to ensure reproducible results. The quality of the imaging data should also be assessed. If any ‘spikes’ or short-lived high amplitude changes are detected in a time course, they might indicate noise from motion or other uncontrolled technical issues.

To maintain stable physiology, some monitoring choices are dependent upon the anesthetic agent used. α-chloralose depresses respiration, making artificial ventilation critical and making the administration of paralytic agents desirable. Invasive blood gas monitoring is required to ensure that levels are maintained at stable and physiological levels to minimize variability in the baseline cerebral blood flow (CBF). Rodents anesthetized with isoflurane or dexmedetomidine are generally not intubated and it is typically assumed that freely-breathing rodents self-regulate, but it is critical to maintain very stable body temperature and physiological parameters to minimize differences across scans and subjects. The effects of temperature on the BOLD signal are not completely understood, but in our experience, when body temperature drops functional activation is often lost completely, so the effects of temperature cannot easily be removed by regression. There is also considerable evidence that physiology changes over time during the application of certain anesthetics, and so the amount of time spent under anesthesia may need to be considered during analysis (Magnuson et al., 2014; Pawela et al., 2009). Issues associated with the choice of anesthesia are further discussed in a separate section.

Neurophysiological processes that could be considered noise

**Neurometabolic and neurovascular coupling**

A rich existing literature explores the relationship between neural activity, metabolism, and hemodynamics, particularly in animal (Devonshire et al., 2012; Duong et al., 2000; Hewson-Stoate et al., 2005; Kim and Ugurbil, 1997; Logothetis et al., 2001; Lu et al., 2007; Maandag et al., 2007; Martin et al., 2006a; Pan et al., 2011, 2013; Shmuel and Leopold, 2008; Silva et al., 2000; Yang et al., 1997). Briefly, an increase in localized neural activity leads to a
demand for metabolic substrates in the activated area. Because the brain does not store large amounts of energy (Gatfield et al., 1966), fluctuations in brain activity are tightly coupled to energy delivery through the blood (Hyder et al., 2002; Roy and Sherrington, 1890). Some findings even suggest that the hemodynamic response can anticipate neural activity (Sirotin and Das, 2009). It is the coupling between neural activity, metabolism, and hemodynamics that forms the basis of fMRI and rs-fMRI. The increased flow of blood results in a decrease in the concentration of deoxyhemoglobin in the area and therefore an increased BOLD response (Ogawa et al., 1990). Because CBF, the cerebral metabolic rate for oxygen (CMRO2) and cerebral blood volume (CBV) all contribute to the BOLD signal, an accurate interpretation of changes observed in BOLD (whether across conditions or across species) relies on understanding the quantitative relationship between the underlying changes in CBF, CMRO2, and CBV. For example, the baseline level of CBF influences the magnitude of the response to stimulation (Cohen et al., 2002). Thus it may be necessary to measure each component of the BOLD signal to understand the source of the change. Recent work by Buxton et al. even suggests that CBF and CMRO2 may affect the BOLD signal in parallel rather than in series, with each having different sensitivities to the overall state of the brain and properties of the stimulus (Buxton et al., 2014).

Despite the substantial body of work exploring mechanisms of neurovascular coupling, the phenomenon remains poorly understood. The hemodynamic response to sensory stimuli in primary sensory cortex is the most well characterized (Berwick et al., 2008; Brinker et al., 1999; Martin et al., 2006). Robust signal increases can be observed during stimulation, even at the level of a single whisker barrel (Yang et al., 1996). Experiments linking fMRI and electrophysiology found that the BOLD increases most closely resemble the change in local field potentials (LFPs), though they also matched fairly well with multiple unit activity (MUA) (Logothetis et al., 2001). Outside of sensory cortex, the picture is less clear. Areas such as the thalamus do not always show activation during stimulation despite their clear involvement in the sensory pathway (Keilholz et al., 2006, 2004). It is not yet known whether the lack of activation reflects the effect of relatively poor spatial resolution on the small nuclei, or vagaries of neurovascular coupling that make the BOLD signal less sensitive to neural activity in these areas (Devonshire et al., 2012; Mishra et al., 2011). The negative BOLD signal is even more difficult to interpret, with different experiments supporting sources ranging from vascular steal to neural inhibition (Boorman et al., 2015; Huber et al., 2014). In some areas, increased neural activity has been observed without corresponding changes in hemodynamics (Huo et al., 2014; Mishra et al., 2011).

For rs-fMRI, it is generally assumed that the correlated BOLD fluctuations used to map functional connectivity measurements reflect coordinated neuronal communication filtered through neurometabolic and neurovascular coupling. However, the baseline activity of the brain dwarfs activity that occurs in response to a stimulus and the BOLD fluctuations may reflect many processes in addition to the time-varying neural activity that is generally of interest (Hyder et al., 2002). Recent work using simultaneous rs-fMRI and electrophysiological recording to examine the neural basis of spontaneous BOLD fluctuations found that high frequency LFPs, particularly in the gamma range, were tightly coupled to the BOLD signal from the same area and also to the global signal (Pan et al., 2011; Scholvinck et al., 2010; Shmuel and Leopold, 2008). On the other hand, lower
frequencies (delta and theta) seem to be more closely related to the BOLD correlation between areas (Lu et al., 2007; Pan et al., 2011; Thompson et al., 2015). At the extreme end of the scale, infraslow electrical activity contributes strongly to BOLD fluctuations and interhemispheric correlation (Pan, Thompson et al. 2013). These infraslow oscillations can be observed in spike trains and are linked to changes in CBF (Huang et al., 2014). Taken together, these studies suggest that a combination of different neurophysiological processes may underlie the spontaneous BOLD fluctuations used to map functional connectivity. For reviews of the relationship between rs-fMRI and neural activity, see (Keilholz, 2014) and (Scholvinck et al., 2013).

While most previous work has focused on the relationship between neural activity and the hemodynamic response, glial cells outnumber neurons in the brain 10 to 50 fold (Herculano-Houzel, 2013) and their contributions to brain activity are barely beginning to be elucidated. The majority of glia in grey matter are protoplasmic astrocytes (Hansson and Rönnbäck, 2003). Morphologically, protoplasmic astrocytes are similar to neurons. They contain receptors for neurotransmitters, and respond to glutamatergic signaling with local increases in Ca\(^{2+}\) concentration and, at times, waves of Ca\(^{2+}\) signaling that propagating through gap junctions between adjacent astrocytes. Their many processes physically connect the vasculature with neurons to convey nutrients and waste across blood brain barrier. Importantly, this interface actively regulates neurovascular coupling. Astrocytic end-feet often surround the synapse, regulating the interstitial concentration of neurotransmitters through both reuptake and de novo release. The story of the direct and active involvement of glia in neuronal signaling is still evolving. The evidence thus far indicates that the glia are much more than a kind of support network and may contribute to fMRI and rs-fMRI in their own way.

From these studies it is clear that anything that changes neurovascular coupling can contribute to intra- and inter-individual variability in fMRI and rs-MRI. Anesthesia is probably the single biggest factor affecting neurovascular coupling in animal studies and will be discussed in depth in a later section. However, less-localized neural, glial and vascular processes can also contribute to the BOLD signal and increase variability. These include the global signal, vasomotion, and quasiperiodic patterns.

**Global signal: noise or not?**

The global signal is by definition not related to localized responses to stimuli or to the time-varying interactions that would ideally define functional networks. Global signal regression is sometimes employed to reduce noise on the assumption that any signal common to the whole brain is unlikely to be of interest. Its use is controversial, particularly for rs-fMRI, where global signal regression promotes more focal correlation patterns (Fox et al., 2009) but can also introduce artifactual anticorrelations (Murphy et al., 2009). Even for fMRI, there is evidence that global changes occur during tasks and can be detected with sufficient averaging (Gonzalez-Castillo et al., 2012). Studies have shown that the BOLD global signal in humans is linked to changes detectable by MEG or EEG (Tal et al., 2013; Wong et al., 2016, 2013, 2012). Caffeine affects both neural activity and global BOLD amplitude (Tal et al., 2013; Wong et al., 2012), and the global signal amplitude is related to changes in...
vigilance measured by EEG (Wong et al., 2016, 2013). In monkeys, gamma power from one electrode was correlated to changes in cerebral blood volume (CBV) from almost the entire brain, with varying delays (Scholvinck et al., 2010). The global signal has also been shown to be useful in distinguishing across patient groups (Hahamy et al., 2014; Yang et al., 2014), supporting a tie between global signal and brain function.

On the other hand, global signal regression has been used to reduce the effects of varying doses of isoflurane in rodents by minimizing nonspecific changes (Liu et al., 2013b). Similarly, Figure 5 shows that global signal regression reduces the differences in functional connectivity maps acquired from awake and anesthetized rats (discussed further in the section on anesthesia). Global signal regression also improves the correspondence between bandlimited power correlation of LFPs and BOLD correlation (Thompson et al., 2013b). These findings suggest that if the global BOLD signal does have a neural origin, it arises from a type of nonlocalized activity that differs from the coordination of localized responses or functional networks and may provide distinct information about brain function. Until the sources of the global BOLD signal are better understood, it is probably advisable to examine results of rs-fMRI in particular with and without global signal regression.

**Vasomotion**

The vasculature itself exhibits low frequency oscillatory behavior. Vasomotion is the spontaneous oscillation of the vasculature, particularly the small arteries, at approximately 0.1 Hz (Hudetz et al., 1998; Mayhew et al., 1996). These oscillations can be tied to neural activity and metabolism (Golanov et al., 1994; Vern et al., 1997) but can also exist independently, as vasomotion has been observed in isolated arteries (Osol W., 1988). Mayer waves, related to a systemic oscillation of arterial blood pressure, are predominant in larger vessels. The Mayer wave frequency varies across species, from ~0.1 Hz in humans to ~0.4 Hz in rats (Julien, 2006). Because the frequencies of vascular oscillations overlap at least partially with those of the BOLD fluctuations used to map functional connectivity (Colantuoni et al., 1994; Haxhiu et al., 1989; Hudetz et al., 1998; Julien, 2006; Mayhew et al., 1996; Obrig et al., 2000; Osol W., 1988; Vern et al., 1997), the accompanying changes in CBF and CBV (Colantuoni et al., 1994; Mayhew et al., 1996; Vern et al., 1997) almost certainly affect the BOLD signal.

Since vasomotion may be generated from within the vascular wall, synchronized neural events in spatially-distant areas, i.e. functional connectivity, could elevate the amplitude of vasomotion in a time-locked manner and possibly induce phase synchronization across areas. Phase synchrony in particular would be likely to contribute to the correlation typically measured in functional connectivity analysis. In addition to classical neural event-driven model of the hemodynamic response, neural metabolism might also facilitate vasomotion. The metabolite nitric oxide (NO), produced by either the endothelium (vascular origin) or neurons and astrocytes (neural origin), plays an important role in mediating vasomotion (Dirnagl et al., 1993; Morita-Tsuzuki et al., 1993). Thus, we speculate that the resting-state BOLD signal may be modulated by slow hemodynamic oscillations due to vasomotion, or that the resting brain neurovascular coupling partially results from neurally-modulated vasomotion.
In support of a contribution from vasomotion to functional connectivity, we observed a narrow peak (~0.15 Hz) in the power spectrum of the BOLD fluctuations from primary somatosensory cortex in rats imaged with a short TR (100 ms), single slice protocol (Majeed et al., 2009; Williams et al., 2010). We hypothesized that the peak was related to the inflow sensitivity imparted by the short TR, which increased the sensitivity to CBF. To further examine this peak, we performed rs-fMRI studies with BOLD and CBV contrast in the same rats. The CBV-weighted studies exhibited a prominent peak between 0.15 and 0.2 Hz as well, suggesting that there is a specific contribution from the vasculature at these frequencies (Magnuson et al., 2010). In contrast, when we simultaneously acquired LFPs and rs-fMRI from the same site under the same conditions, the coherence between LFPs and BOLD was smooth and broad, ranging from 0.01 to 0.25 Hz (Pan et al., 2013). By comparison, we infer that the narrow-band peak is related to a ‘resonance’ of the vasculature, correlated across hemispheres, which could enhance or even introduce correlation to the BOLD time courses of two areas, therefore affecting rs-fMRI studies. These oscillations may also impact variability in the responses observed across scans in fMRI experiments. The contribution of vasomotion is likely to be strongly dependent upon the physiological state of the animal, as it has been shown that hypotensive conditions enhance vasomotor oscillations while hypercapnia reduces them (Hudetz et al., 1992).

**Quasiperiodic patterns**

A portion of the enormous ongoing “background” activity of the brain manifests as large-scale quasiperiodic, spatiotemporal patterns of activation. Evidence of quasiperiodicity in brain function comes from multiple groups (Chow et al., 2013; Grigg and Grady, 2010; Ko et al., 2011; J. M. Li et al., 2015; Nikulin et al., 2014) and shows that quasiperiodic activity persists across a number of states, including sleep, wakefulness, and anesthesia. Quasiperiodic patterns (QPPs) in the BOLD signal were first observed as bilateral waves of signal propagating from lateral to medial areas in anesthetized rats (Majeed et al., 2009). The implementation of a pattern-finding algorithm allowed the detection of similar patterns in human subjects, this time involving alternation between a default mode-like network (DMN) and a task positive-like network (TPN), with propagation along the cortex between network nodes (Majeed et al., 2011).

In the rat, QPPs are similar in spatial extent and timing to the correlation between infraslow activity and the BOLD signal (Pan et al., 2013; Thompson et al., 2014), suggesting that they reflect infraslow electrical activity. These findings are consistent with other observations of quasiperiodicity in brain function, all of which fall into the infraslow regime (Chow et al., 2013; Ko et al., 2011; J. M. Li et al., 2015; Nikulin et al., 2014). The relatively long time scale and repetitive nature of the patterns is evidence that they are not directly tied to cognitive processing. QPPs can be observed in CBV-weighted images as well as BOLD-weighted images (Magnuson et al., 2010), and callosotomy disrupts their interhemispheric coordination but not their intrahemispheric organization (Magnuson et al., 2014).

What is the source of these patterns and what is their effect on functional imaging? Both are currently unknown but there are intriguing hints. It has long been hypothesized that functional connectivity is at least partially mediated by a subcortical driver like the rostral...
ventrolateral medulla (RVLM) (Drew et al., 2008). Many subcortical nuclei like the RVLM, locus coeruleus, the pedunculopontine nucleus, and the raphe nucleus have widespread cortical projections and rhythmic output that could theoretically drive spatially structured activity like that seen in the QPPs. In rats, QPPs appear to reflect a process tied to infraslow oscillations that is not strongly coupled to higher frequency activity (Pan et al., 2013; Thompson et al., 2013; Thompson et al., 2015, 2014). In humans, the phase of the QPP has been linked to performance on a vigilance task, with the DMN dominant phase tied to greater variability in reaction time (Abbas et al., 2016). This is not surprising given the that two primary networks involved in the QPP in humans have been linked to performance on many tasks (Fox et al., 2007, 2006; Kelly et al., 2008; Magnuson et al., 2015; Thompson et al., 2013a). Given these findings, it is possible that the QPP influences the response to an individual stimulus, at least for some types of stimuli. The QPPs certainly influence rs-fMRI, particularly in the DMN. Recent work shows that the QPPs account for up to 25% of the variance in that network and contribute significantly to connectivity there (K. Wang et al., 2016).

**Noise and the dynamic brain**

Using the simplest analysis, fMRI data are typically presented as activation maps for a particular type of task, or as a comparison of these maps across groups or conditions. Resting state fMRI scans are more commonly presented as maps of the networks, along with correlation values for nodes within networks or between networks. These data are merely the tip of an entire iceberg of information that can be obtained from the BOLD signal. A number of analysis techniques are under development to obtain more information about the timing of the activity from the existing BOLD data. These methods are vulnerable to additional types of noise compared to the standard steady state methodology.

**Causality**

There has been substantial interest in the use of Granger causality to determine whether one area drives or is driven by another area (Deshpande et al., 2011; Jiao et al., 2011; Krueger et al., 2011). There are a number of implementations for functional neuroimaging studies, but at the heart they determine whether the addition of information from one area improves the prediction of signal in another area. In terms of noise, the most serious confound for Granger analysis is that neurovascular coupling varies across different areas of the brain (Devonshire et al., 2012; Huber et al., 2014; Huo et al., 2014), and so causality may detect differences in hemodynamic response latencies rather than actual directed neural influences. Experiments that examine causality must be very carefully designed and interpreted in light of these effects. Animal studies that use simultaneous measurements of BOLD and neural activity may help to determine in what cases BOLD-based Granger causality can accurately reflect neural information flow.

**Spontaneous BOLD fluctuations**

Traditional analysis of rs-fMRI examines relationships that persist for the course of an entire scan. Theoretically, at least part of the variability in the BOLD signal over time arises from spontaneous neural activity. If this is the case, dynamic analysis of rs-fMRI data may
provide insight into the spontaneous reconfiguration of brain networks. The most common method of dynamic analysis involves calculating correlation between areas during a series of windowed time segments of the scan. Sliding window correlation (SWC) is intuitive and easy to implement, yet a number of studies have shown that it performs poorly at detecting actual changes in correlation (Hindriks et al., 2015; Shakil et al., 2016). The inherent properties of the BOLD signal result in variability in correlation over time even in mismatched data from different scans or different animals (Handwerker et al., 2012; Keilholz et al., 2013). This is a type of noise that makes it difficult to identify the signals of interest. However, evidence links connectivity measured in short time windows in humans to behavioral performance (Thompson et al., 2013a), and sliding window correlation at least partially reflects time-varying connectivity based on electrophysiological measurements in rodents (Thompson et al., 2013b). Moreover, SWC can be used along with other analysis methods to distinguish dynamic transitions that occur in patients from those that occur in healthy controls (Li et al., 2014; Rashid et al., 2014; Yu et al., 2014). It appears that despite its poor estimation of actual correlation values, SWC preserves some of the underlying structure in the data. How much structure is likely to depend on the signal to noise ratio, the size of the networks examined, and the parameters used (window length, overlap, etc). The search for better dynamic analysis techniques is currently being pursued with much vigor and may improve sensitivity to transitions that are of interest. Again, multimodal animal experiments are likely to play a key role in the development of better dynamic imaging methods by providing a gold standard for comparison so that unwanted sources of variability can be optimally minimized.

**Ongoing activity and variability**

It is well established that both the neural response to a stimulus and the BOLD response vary substantially from one instance of the stimulus to another. Individual responses to stimuli can vary considerably from scan to scan, even in very stable anesthetized animals (as shown in Figure 1). The variability in response is at least partially explained by variability in ongoing 'background' brain activity and has been observed at multiple scales. For example, at the single cell level, spiking variability in a single neuron in visual cortex during stimulation is affected by global fluctuations in neural activity in cats (Scholvinck et al., 2015). At a larger scale, researchers found that the phase of ongoing EEG activity in human visual cortex influences visual perception (Busch et al., 2009). Another study using MEG found that the prestimulus power rather than phase was linked to visual response time (Bompas et al., 2015).

In anesthetized animals, Maandag et al. showed that in a state of high baseline energy as measured by global glucose consumption (1% halothane), more energy was devoted to fast signaling (firing rates of 13–40 Hz) than in a lower baseline energy state (α-chloralose), where most firing rates fell into the 1–13 Hz range (35). When the forepaw was stimulated, activation measured with fMRI was localized to contralateral somatosensory cortex in the low energy state, but spread to secondary somatosensory areas and ipsilateral cortex in the high energy state. These studies suggest that some of the variability across individual instances of stimulation can be accounted for by the background activity of the brain and
should not necessarily be considered noise. If not of interest, the contribution from background activity can be minimized by averaging across multiple trials.

The effects of anesthesia

Because even small amounts of motion can ruin a fMRI or rs-fMRI scan, and because most animals experience substantial stress when immobilized, anesthesia is usually used in functional studies in animals to minimize both motion and stress (which can itself affect the BOLD signal through changes in baseline physiology). The agents used range from mild sedatives to general anesthetics, and there are considerable differences in their effects on the baseline metabolism of the brain (Maandag et al., 2007). Responses to sensory stimuli can typically be detected in anesthetized animals, and the general structure of functional networks is preserved during anesthesia (H Lu et al., 2012; Vincent et al., 2007). However, these general similarities overlay numerous differences that should not be overlooked.

Both fMRI and rs-fMRI rely on consistent neurovascular coupling to represent neural activity. However, anesthetic agents often have side effects on animal physiology that alter vascular resistance and therefore neurovascular coupling. The processes that mediate neurovascular coupling are not completely understood, but are likely to involve modulation of dilation and constriction of adjacent arterioles by neural metabolites, such as CO$_2$, K$^+$ and NO. Because neurovascular coupling is altered, the hemodynamic response to neural activity also varies across anesthetics. After the start of the stimulation, there is an anesthesia-dependent time lag before the BOLD signal increases, and the signal reaches its peak well after the stimulus has begun (de Zwart et al., 2005; Schroeter, Schlegel, Seuwen, Grandjean, & Rudin, 2014; Silva, Lee, Iadecola, & Kim, 2000). The overall shape of the hemodynamic response is also affected by anesthesia, with awake animals exhibiting a more complex response than anesthetized animals (Martin et al., 2006b). Both the optimal frequency of stimulation for fMRI and the range of frequency coherence for rs-fMRI can vary substantially across anesthetics (Aksenov et al., 2015; Guilfoyle et al., 2013; Jonckers et al., 2014; Keilholz et al., 2004; X Liu et al., 2012; X Liu et al., 2012; Masamoto et al., 2006; Pan et al., 2013; Williams et al., 2010; Zhao et al., 2008).

Different anesthetics can affect neurovascular coupling in different ways (Franceschini, Radhakrishnan et al. 2010), which in turn affects the fMRI response and functional connectivity measured with rs-fMRI (Grandjean et al., 2014; Pan et al., 2013; Williams et al., 2010). A comparison of functional connectivity in three different brain areas under three different anesthetics from (Williams et al., 2010) is shown in Figure 4. The extent, magnitude, and specificity of the correlation with a seed region varies across anesthetics and networks.

Many of the earliest fMRI and rs-fMRI studies used α-chloralose, a GABAergic anesthetic which has relatively minor effects on neurovascular coupling and neural activity. Ueki et al. demonstrated localized metabolic activation under α-chloralose after electrical stimulation in rats that could not be observed under halothane (Butler, 1964; Ueki et al., 1992). Further work found that regional CBF responses were stable and greater under α-chloralose than in halothane-anesthetized rats (Lindauer, Villringer et al. 1993). However, the shape of the
response to stimulation was similar under both anesthetic agents, suggesting that coupling between neural activity and blood flow changes can be relatively preserved despite disrupted neurometabolic coupling. This emphasizes the need for careful consideration of the effects of anesthesia on both blood flow and metabolism in order to interpret the BOLD response.

The volatile GABAergic agent isoflurane is convenient, widely available and commonly used for functional studies, though the associated vasodilation and the suppression of neural activity (especially during deep anesthesia) complicate interpretation (Fukuda, Vazquez et al. 2013). Volatile anesthetics tend to increase cerebral blood flow by inducing vasodilation via ATP-sensitive K⁺ channels of arteriolar smooth muscle cells (Iida, Ohata et al. 1998). However, these effects can vary by region, with localized CBF decreases observed in areas such as the thalamus, probably due to the predominance of neural inhibition (Ramani and Wardhan 2008). The amount of vasodilation and neural suppression is dependent upon the dose of isoflurane, and the extent of the functional networks detected under isoflurane exhibit a similar dose-dependence (X. Liu et al., 2013). Isoflurane typically produces periodic burst-suppression rhythms across the whole brain, which can obscure lower amplitude fluctuations between regions known to be functionally connected (Kalthoff, Po et al. 2013; Magnuson, Thompson et al. 2014). Reduction in functional connectivity can be observed in humans as well under the analogous anesthetic sevoflurane (Peltier, Kerssens et al. 2005).

Sedation rather than general anesthesia is often preferable for fMRI and rs-fMRI in rodents. Medetomidine and its active enantiomer, dexmedetomidine, are α₂-adrenergic agonists that induce sedation (Kalthoff et al., 2013; Weber et al., 2006). It appears to act through endogenous sleep pathways via the locus coeruleus (which has the highest presynaptic α₂-adrenergic receptor concentration) that in turn decrease the afferent input to the thalamus and thalamic activity (Correa-Sales, Rabin et al. 1992; Nelson, Lu et al. 2003; Bonhomme, Maquet et al. 2008). Dexmedetomidine administration causes a marked decrease in global CBF (Zornow, Fleischer et al. 1990; Prielipp, Wall et al. 2002; Drummond, Dao et al. 2008; Fukuda, Vazquez et al. 2013), which may arise from cerebral vasoconstriction (Prielipp et al., 2002; Zornow et al., 1990). It has become popular for fMRi and rs-fMRI studies as it lacks the dose-dependent vasodilation and neural suppression that occur under isoflurane. It should be noted that the coherent range for LFP and BOLD fluctuations under dexmedetomidine is wider than for isoflurane (~0.25 Hz compared to ~0.1 Hz; Pan et al., 2013). One potential problem is the stability of the preparation for long studies. Pawela et al. suggested that the initial dose of medetomidine be tripled after the first couple of hours to maintain sedation (Pawela, Biswal et al. 2009). Magnuson et al. also found that the characteristics of the spontaneous BOLD fluctuations and functional connectivity changed over time while rats were sedated with medetomidine (Matthew Evan Magnuson et al., 2014). Clearly there is a need for further studies on the exact effects of prolonged administration of (dex-) medetomine in functional imaging studies.

The variability of neurovascular coupling and metabolic condition under different anesthetics is a potential confound for functional neuroimaging studies, but fortunately the influence of anesthesia appears to modulate neurovascular coupling instead of abolishing it (Pan, Thompson et al. 2013). Nonetheless, especial caution should be used during transitions.
between drugs or dose levels because transient instabilities in hemodynamics can occur. It is often wise to implement a waiting period to ensure that a stable state is reached.

Although most fMRI and rs-fMRI experiments in animals utilize anesthesia is to ensure that animals remain motionless, awake rodents have been imaged by a few groups (Aksenov et al., 2015; King et al., 2005; Wyrwicz et al., 2000; Zhang et al., 2010). Hemodynamic responses have shorter latencies and narrower response functions in awake rats (Martin, Martindale et al. 2006). Although awake animal models are closer to human studies and can potentially examine more complex responses to stimuli, major challenges remain. Motion artifacts can occur due to struggling, changes in leg position, head motion, chewing and vocalizations (Febo, 2011). Examples of motion from a very successful rs-fMRI scan acquired in an awake rat and another from a more typical scan are shown in Figure 2. While there are fairly long time periods in the typical scan where motion in the awake animal is comparable to that observed in the anesthetized animal, there are also periods with large levels of motion that generally must be discarded. Unanesthetized rodents are typically acclimated to the stress of restraint over several days in an effort to minimize the acute stress induced by the scanning session (Febo 2011). However, the acclimation process itself might affect brain function as it could be considered a chronically stressful situation; indeed, some research groups have used restraint to develop a depression model in rodents (Willner, D’Aquila et al. 1995; Stepanichev, Dygalo et al. 2014).

The general network structure observed in the awake rat is preserved under anesthesia, though a detailed examination readily identifies differences (Liang et al., 2015; J. V Liu et al., 2013). Figure 5 shows functional connectivity before and after global signal regression in one rat that was acclimated to the scanner environment, imaged under isoflurane, then imaged again after being allowed to wake up in the scanner. Prior to global signal regression, the correlation between the seed region in somatosensory cortex and the rest of the brain is strong and widespread. After global signal regression, the strength and extent of the correlation is similar to that observed in an awake rat, and anticorrelation between cortical and subcortical areas can be seen. In contrast, the functional connectivity map for the awake rat exhibits anticorrelation even prior to global signal regression, and little change is observed after regression is performed. This is somewhat reminiscent of the findings that caffeine administration (increasing alertness) can have effects similar to global signal regression in humans (Wong et al., 2012), and that global signal regression can minimize dose-dependent changes in connectivity in rats anesthetized with isoflurane (X. Liu et al., 2013). A similar change can be seen in the power spectrum from the seed region. A loss of low frequency power is observed after global signal regression in the data acquired under anesthesia, while little change is seen in the power spectrum obtained while the animal was awake. In Figure 6, power spectra for the BOLD signal are shown for two rats that were acclimated to the scanner and initially anesthetized with isoflurane. Resting state fMRI data was acquired while they were anesthetized, as they were allowed to wake up, and as they were reanesthetized. The power is low during the initial period of anesthesia, increases as the rats wake, and then decreases again as they are reanesthetized. Future work should further explore the global signal as a marker for levels of arousal, and the potential for mitigating anesthetic effects using global signal regression.
Most of the research discussed above was performed in rats. Anesthetics such as α-chloralose that required intubation and careful monitoring of arterial blood gases to maintain normal physiology are more demanding to use in mice due to the increased difficulty of arterial cannulation and their relatively small blood volumes, which limits the size and number of blood gas samples that can be obtained. Most fMRI and rs-fMRI studies in mice are instead performed under anesthetics like isoflurane, dexmedetomidine, or urethane. It is tempting to directly translate practices developed in rats to mice, but more and more work is showing that the two species have distinct properties important to fMRI and rs-fMRI. The hemodynamic response in mice shows more transient changes than in rats, and the spatial extent of the response depends strongly on the anesthetic agent used, partly due to changes in systemic physiology (Schlegel et al., 2015; Schroeter et al., 2014). Despite these changes, very similar resting state networks are observed in the mouse (Sforazzini et al., 2014).

The requirement for restraint is a major challenge for fMRI and rs-MRI in small animals. When anesthesia is used, its impacts on baseline physiology and neural activity should be carefully considered during the design of the experiment and the interpretation of the findings. For example, different stimulation frequencies are optimal for somatosensory studies under different anesthetic agents (Keilholz et al., 2004; Zhao et al., 2008), and the frequency range of the BOLD fluctuations used to map functional connectivity also varies (Thompson et al., 2013b). If not carefully controlled for, slight variations in the level of anesthesia over time can impact the results of neuroimaging studies within individuals. Systemic effects can also be present across groups, when one group has a greater or lesser susceptibility to the anesthetic agent. However, the problem is not entirely mitigated by moving to unanesthetized animals, as some individuals or groups may be more susceptible to stress experienced during training and/or imaging. One approach that has proven successful for our group and others is to perform experiments under at least two very different anesthetic conditions, so that common findings across conditions can be determined.

**Noise as a signal**

When the desired signal is that of neural changes in response to stimulation or of coordinated variations in activity over time, the number of potential noise sources can be disheartening. However, unlike image noise or time series noise, many of the processes that contribute to inter- or intra-subject variability have the potential to be of interest themselves. For example, the global BOLD signal can easily be obtained from any rs-fMRI experiment and may reflect fluctuations in overall levels of excitability across the brain. The relative amplitude of vasomotion across the brain might provide information similar to that of cardiovascular reactivity measurements (Lythgoe et al., 1999), and its inherently bandlimited nature suggests that it may be possible to obtain vasomotor contrast with a bandpass filter. The quasiperiodic patterns can be isolated using a pattern-finding algorithm (Majeed et al., 2011) and are linked to patterns of infraslow electrical activity. Infraslow activity is still understudied, although it appears to play a role in attention and attention-related disorders (Helps et al., 2010; Monto et al., 2008). If infraslow activity can be mapped with the BOLD signal and a pattern-finding algorithm, it will be possible to study it with a spatial and temporal resolution unobtainable with other techniques.
Network dynamics and dynamic responses to stimuli have proven challenging to characterize well to date, but separate consideration of different aspects of the BOLD signal (CBF, CBV, CMRO2) may improve sensitivity. The effect of ongoing variability in brain activity on the response to stimulation is responsible for a sizable portion of the trial-to-trial variability observed in fMRI. A better understanding of the background activity and its relationship to evoked activity would be a leap forward in our knowledge of the brain. Animal models are the ideal platform for the necessary experiments, as well-maintained anesthesia provides very stable conditions, minimal genetic variation can be achieved, and multimodal methods can be employed to better understand the BOLD signal fluctuations that are the basis for so many studies.

**Conclusions**

Numerous factors related to image acquisition, animal condition, neurophysiological processes, and neural activity contribute to the variability observed in the BOLD signal in animal experiments. As in human studies, it is important to minimize and account for undesirable variability whenever possible, particularly motion and physiological noise. Most of these methods are similar for animals and humans but there are some notable differences. The frequency range of the BOLD signals contributing to functional connectivity, in particular, is generally wider in animals and depends heavily on the type of anesthesia used. The use of anesthesia itself is an important difference that can have major impacts on the results of fMRI and rs-fMRI studies. It is essential to maintain anesthetized animals in stable, physiological conditions and to continuously monitor (and ideally record) physiological cycles. Other potentially confounding factors are less easy to address. Global signal regression, for example, discards neurally-relevant information but appears to improve sensitivity to time-varying interactions between areas. Until its role in brain function is better understood, the most conservative course is to analyze data with and without regression of the global BOLD signal. Quasiperiodic patterns appear to form part of the background activity of the brain and may influence the response to incoming stimuli. Vasomotion may or may not be linked to neural activity but clearly can contribute to the BOLD signal fluctuations. Until these processes are better understood, at a minimum they should be considered during the interpretation of functional neuroimaging data. For example, increased functional connectivity in hypotensive rats could arise from increased vasomotion rather than increased coordination of neural activity. Ultimately, multimodal studies in animal models may help us to identify, separate and interpret different components of the BOLD signal, improving sensitivity to the neural variability that is typically of interest while at the same time providing new information about the functional organization of the brain.
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Highlights

• Image noise, time course noise, intra-animal variability and inter-group variability all affect sensitivity to changes in neural activity using MRI
• Sources of variability in animal studies differ from those in human studies, primarily due to the use of anesthesia
• Multimodal experiments in animal studies might identify neurophysiological sources for nonneuronal contributions to the BOLD signal
Figure 1. Types of noise

*Image noise* refers inaccuracies in the image due to acquisition strategies, including loss of contrast, distortion, and artifacts. The arrow in the image at top indicates distortion in a coronal gradient-echo EPI image of a rat brain acquired at 9.4 T due to the susceptibility mismatch at the air-tissue interface near the ear canals. *Time course noise* refers to noise that affects images differently at different time points, giving it a temporal structure. Common sources are respiration, cardiac pulsation, and motion. An example respiratory time course is shown. *Intra-individual variability* may result from changes in baseline physiology, ongoing activity in the brain, or other factors that can change the state of an individual over time. Two representative activation maps from a single rat acquired at different time points in one scanning session are shown at right (adapted from (Matthew Evan Magnuson et al., 2014)). Considerable variability can be seen in experimentally-identical acquisitions. *Variability across groups* is an important consideration for studies comparing functional neuroimaging data across groups of animals and can result from baseline differences, particularly in factors that affect vascular tone or the relative contribution of physiological noise. A hypothetical difference in baseline blood pressure across two groups is shown for illustration purposes.
Figure 2. Motion time course from an anesthetized rat
At top left are the translation and rotation time courses for a rs-fMRI scan (GE-EPI; TE 15 ms; TR 500 ms; 9.4 T) from a rat anesthetized with 1.2% isoflurane. Motion in x and y is well less than size of a voxel (0.4 mm). The linear drift in the y direction is likely due to a slow frequency drift that occurred as the temperature of the gradient rose, a problem that has been mitigated but not completely solved by the installation of a new gradient/shim insert (RRI, Billerica, MA) with better cooling and more stable temperature characteristics. The drift was corrected during postprocessing. For comparison, the time courses from a very successful study in an awake animal are shown at the bottom left. Motion is greater than in the anesthetized animal but remains below the size of a voxel throughout the scan. For contrast, a more typical scan from an awake rat is shown at the right. Sections of the scan have acceptable levels of motion, but a period of struggling beginning at ~ image 250 results in high amplitude motion that must be discarded prior to analysis.
Figure 3. Distribution of cardiac and respiratory noise in the anesthetized rat
(Left) The relative power for the respiration peak, plotted for each voxel in the brain. Most of the power is localized to medial surface areas near the sagittal sinus. (Center) The relative power for the cardiac peak, plotted for each voxel in the brain. Strong contributions are localized to a few spots near the surface and base of the brain. All data were obtained from a rs-fMRI scan in a rat anesthetized with alpha-chloralose and a TR of 100 ms (adapted from Williams et al., 2010). (Right) The power spectrum for one pixel demonstrating low frequency BOLD oscillations, respiration, and cardiac pulsation. Note that the animals in this study were anesthetized with alpha-chloralose and mechanically ventilated, which accounts for the sharpness of the respiratory peak.
Figure 4. Differences in functional connectivity under different anesthetics
Connectivity based on seed regions in primary somatosensory cortex, secondary somatosensory cortex, and the caudate putamen are shown for individual rats under three anesthetics (Williams et al., 2010). The strength of the correlation with the seed, the spatial extent, and the specificity vary by anesthetic and by network. Similar effects were observed during group analysis.
Figure 5. Functional connectivity and the effect of global signal regression in awake and anesthetized rats

Resting state MRI data was acquired from one rat that had been acclimated to the scanner. The rat was originally anesthetized with isoflurane, then allowed to wake up inside the MRI scanner as data was acquired. Correlation with a seed in somatosensory cortex is widespread and strong when the rat is anesthetized (left top) but localized to the somatomotor network when the rat is awake (left bottom). The awake rat also exhibits anticorrelation between cortical and subcortical regions. Interestingly, global signal regression increases the specificity of the connectivity map in the anesthetized rat and introduces anticorrelations similar to those observed in the awake animal. Global signal regression has little effect in the awake animal. The power spectra from the seed region in somatosensory cortex show a similar effect, with global signal regression reducing power in the data acquired under isoflurane (right top) but having relatively small effects on the data from the awake animal (right bottom).
Figure 6. BOLD power spectra from awake and anesthetized rats
Resting state MRI data (9.4T; TR 1s; TE 14ms; 20 slices; 0.5 × 0.5 × 1 mm voxels; 1000 repetitions) was acquired from two rats that had been acclimated to the scanner. Each was originally anesthetized with isoflurane, then allowed to wake up inside the MRI scanner as data was acquired. Power spectra were calculated for the whole brain BOLD signal by Welch’s method with 8 segments and 50% overlap. In both animals, the power during the initial scan acquired under anesthesia is low but increases as the rat is allowed to wake up. Maximal power is observed in the second scan acquired with 0% isoflurane after the anesthetic has completely worn off. As the animals are re-anesthetized, the power decreases to approximately the original level.