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Abstract

The need for resource-intensive laboratory assays to assess exposures in many epidemiologic studies provides ample motivation to consider study designs that incorporate pooled samples. In this paper, we consider the case in which specimens are combined for the purpose of determining the presence or absence of a pool-wise exposure, in lieu of assessing the actual binary exposure status for each member of the pool. We presume a primary logistic regression model for an observed binary outcome, together with a secondary regression model for exposure. We facilitate maximum likelihood analysis by complete enumeration of the possible implications of a positive pool, and we discuss the applicability of this approach under both cross-sectional and case-control sampling. We also provide a maximum likelihood approach for longitudinal or repeated measures studies where the binary outcome and exposure are assessed on multiple occasions and within-subject pooling is conducted for exposure assessment. Simulation studies illustrate the performance of the proposed approaches along with their computational feasibility using widely available software. We apply the methods to investigate gene–disease association in a population-based case-control study of colorectal cancer.
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1. Introduction

Laboratory assays to assess the presence and/or level of a biomarker (or, more generically, an exposure) are often a critical component of epidemiologic research. Unfortunately, such assays can be expensive and time-consuming, posing significant limitations upon the number of subjects that can feasibly be included in a particular study. As a result, the concept of combining samples to reduce the overall numbers of assays performed has
frequently been discussed in the literature. Statisticians refer to this process by various names, including Dorfman sampling, group testing, and composite sampling [1-4]. Herein, we elect to use the recently popular term, ‘pooling’ [5-13], which encompasses variations on this theme that include detecting the presence or absence of a disease or substance and measuring the amount present. In the latter case, some authors emphasize potential benefits of pooling for reducing loss of information from assay nondetectables [5, 9], in addition to its appeal in terms of reducing laboratory costs.

In this report, we focus upon pooling as a means of conserving resources when the laboratory assay in question aims at determining the presence or absence of a biomarker or exposure. We assume that the objective of the epidemiological study is to associate exposure status at the individual level (X) to a health-related outcome (Y), controlling for subject-specific covariates (C). Although we assume binary outcomes and work with logistic regression models throughout, the methods illustrated are not limited to that setting.

Our work has natural connections with prior demonstrations of pooled data analysis, in which pooling was advocated as a means of assessing the binary outcome (rather than exposure) in univariate or multivariate logistic regression modeling [7, 14]. We note that the issue of potential errors in accurate assay quantification (e.g., average allele frequency) can be viewed as one of the benefits of dichotomizing exposure. That is, it should be easier to make the binary determination of allele presence or absence in a pooled sample. With this in mind, our approach assumes only that the correct yes/no decision about exposure is made for each pool.

In Section 2, we formulate the problem of interest and provide a general maximum likelihood (ML) solution in the univariate case that is readily applicable for pooled and ‘hybrid’ pooled-unpooled designs [12]. We then show how the ML approach extends naturally to the repeated measures setting via a generalized linear mixed model. Section 3 discusses practical issues including applicability of the univariate approach under a case-control design, and provides some general guidelines regarding efficient pooling strategies. Section 4 contains an example based on associating the presence/absence of a risk allele at a single nucleotide polymorphism (SNP) with disease status in a case-control study of colorectal cancer, and Section 5 presents simulation studies to assess the performance of the methods. We conclude with a discussion in Section 6.

2. Methods

2.1. Model specification and maximum likelihood in the univariate case

To begin, we assume interest lies in the coefficients and associated adjusted odds ratios (ORs) based on the following logistic regression model:

\[
\text{logit} \{ \Pr(Y=1|X, C) \} = \alpha + \beta X + \sum_{i=1}^{T} \gamma_i C_i \leq (x=0,1), \tag{1}
\]

where X represents a binary exposure of interest (e.g., presence/absence of a biomarker) and C = (C_1, ..., C_T) is an arbitrary set of covariates which could include, for example, interaction terms that involve X. Our focus is on the scenario in which some or all of the individual subject-specific exposure indicators (X_i, i = 1; ..., n) are measured only indirectly, after pooling. Commonly, this means that biological samples from two or more subjects are combined and analyzed via a single laboratory assay. We assume that the assay correctly determines the presence or absence of the signal (e.g., biomarker) in the pooled sample, and that this determination translates into the knowledge that either (a) zero or (b) one or more subjects in the pool are positive for exposure.
If one seeks only to estimate the OR ($\exp(\beta)$) associated with $X$, an expedient approach would be to treat $X$ as the outcome, that is, via the model

$$\logit \left[ \Pr(Y=1|X, C) \right] = \alpha^* + \beta^* X + \gamma^*_j c_j \quad (x=0, 1). \quad (2)$$

Model (2) targets the same underlying adjusted OR associating $Y$ with $X$ as does model (1), but different adjusted ORs corresponding to the $C_j$'s. Technically, if (1) holds exactly then (2) may require higher-order terms in the $C_j$'s to be completely valid [15,16]. Nevertheless, the model fitting exercise for (2) is no more demanding than that for (1). Existing methods [7] for dealing with pooled binary outcome data could be directly applied for the ML estimation of $\beta$ based on (2).

More commonly, one is interested in the entire set of regression parameters ($\beta, \gamma$) under (1). To set the stage for the proposed approach when pooling of samples is used to determine exposure ($X$) status, assume a second model that regresses $X$ on $C^*$, where $C^*$ is a vector of covariates that may include some or all of the $C$s in model (1) and/or additional variables:

$$\logit \left[ \Pr(X=1|C^*) \right] = \psi_0 + \sum_{s=1}^{S} \psi_s c_s^*, \quad (3)$$

We specify the logit link in (1) and (3), but note that other links (e.g., probit) could just as easily be used in either model. While it would be completely unnecessary in the absence of pooling if one cares solely about the model (1) parameters, we could consider analyzing the data based on the joint model for $(Y, X)$ given $(C, C^*)$. That is, rather than $\Pr(Y|X, C)$, one could work with the following joint likelihood contributions:

$$\Pr(Y, X|C, C^*) = \Pr(Y|X, C) \times \Pr(X|C^*). \quad (4)$$

Assuming distinct sets of parameters for the two component models, the joint likelihood factors into separate pieces as dictated by (1) and (3). Note that, even under misspecification of the model for $X|C^*$ in (3), the maximum likelihood estimate (MLE) for $(\alpha, \beta, \gamma)$ based on (4) will be identical to the MLE from the standard logistic model in (1) if there is no pooling.

The joint model in (4) facilitates construction of an appropriate likelihood to handle pooled samples in the context of (1). To clarify the idea, consider the case in which a pooled sample involving only two subjects ($i$ and $j$) is used to assess $X$. If the sample is negative, we know that both subjects are negative and the joint likelihood contribution for the pool is given by

$$p_{ij0} = \frac{\Pr \left[ (Y_i=y_i, Y_j=y_j) \cap (X_i=0, X_j=0) | C_i=c_i, C_j=c_j, C_{i}^*=c_{i}^*, C_{j}^*=c_{j}^* \right]}{\Pr \left( Y_i=y_i | X_i=0, C_i=c_i \right) \times \Pr \left( X_i=0 | C_i^*=c_i^* \right)} \times \frac{\Pr \left( Y_j=y_j | X_j=0, C_j=c_j \right) \times \Pr \left( X_j=0 | C_j^*=c_j^* \right)}{\Pr \left( X_i=0, X_j=0 | C_i^*=c_i^*, C_j^*=c_j^* \right)}, \quad (5)$$

where each term follows directly from models (1) and (3). For a positive pooled sample, we enumerate the possibilities with respect to $X$, as follows:
The overall likelihood function is the product of the contributions for the negative [Equation (5)] and the positive pools [Equation (6)].

More generally, suppose we have a pool of arbitrary size (r), and again let $p_{y,0}$ represent the probability that the pool is negative. It follows that

$$p_{y,0} = \left\{ \prod_{i=1}^{r} \Pr(Y_{i} = y_{i}|X_{i} = 0, C_{i} = c_{i}) \right\} \times \left\{ \prod_{i=1}^{r} \Pr(X_{i} = 1|C_{i} = c_{i}) \right\}, \quad (7)$$

where the subscript ‘i’ is used here to indicate the subject within the pool. Next, let $p_{y}$ represent the probability of the observed outcomes for the pooled subjects conditional on the covariates ($C$, $C^*$), that is $p_{y} = \Pr(Y_{1} = y_{1}, \ldots, Y_{r} = y_{r}|C_{1} = c_{1}, C_{r} = c_{r}, \ldots, C_{r} = c_{r}, C^*_1 = c^*_1, \ldots, C^*_r = c^*_r)$. Using the law of total probability to sum over the possible values of $X$ for members of the pool, we have

$$p_{y} = \sum_{x_{1}=0}^{1} \sum_{x_{2}=0}^{1} \cdots \sum_{x_{r}=0}^{1} \left\{ \prod_{i=1}^{r} \Pr(Y_{i} = y_{i}|X_{i} = x_{i}, C_{i} = c_{i}) \right\} \times \left\{ \prod_{i=1}^{r} \Pr(X_{i} = 1|C_{i} = c_{i}) \right\}. \quad (8)$$

It follows that the likelihood contribution for a positive pool is $(p_{y} - p_{y,0})$, the difference between the probabilities given in (8) and (7).

Note that the joint model in (4) facilitates a maximum likelihood approach to handle pooled binary exposures that is analogous to the strategy proposed by Vansteelandt et al. [7] for dealing with pooled binary outcome data. The primary difference here is that complete enumeration is required in (8) because in this case the probabilities of positivity and negativity for a particular pool sum up to $p_{y}$ rather than to one. Maximization of the likelihood function and estimation of the associated Hessian stemming from the contributions in (7) and (8) is quite feasible using a built-in Quasi-Newton routine available in SAS IML (SAS Institute, Inc., Cary, NC, USA) [17].

We find computation of the likelihood to be noticeably more time-consuming when pools are large (e.g., for pools of size 8 or more), but note that there is no conceptual difficulty with handling pools of varying sizes. As a special case, the approach readily accommodates ‘hybrid’ designs [12] in which some subjects have $X$ measured individually while the rest are pooled. Those with $X$ measured individually are allocated the basic likelihood contribution in (4).
2.2. Extension to repeated measures or longitudinal studies

In this section, we assume that the binary outcome and exposure variables are measured repeatedly or longitudinally, along with other covariates that may or may not be time-dependent. In the absence of pooling, the use of nonlinear mixed models is one common approach to the analysis of such data [18, 19]. To illustrate the extension of the approach in the previous section, consider the following logistic-normal model:

\[
\logit \left[ \Pr (y_{ij} = 1 | X_{ij}, C_{ij}, u_{ij}) \right] = \alpha + \beta x_{ij} + \sum_{t=1}^{T} \gamma_{t} c_{ijt} + u_{ij}. \tag{9}
\]

Here \( y_{ij} (= 0, 1) \) and \( x_{ij} (= 0, 1) \) are the values of the repeated outcome and exposure variables of interest and \( c_{ijt} \) is the value of the \( t \)-th (of \( T \)) covariates, each measured on subject \( i \) at time point \( j \) (\( i = 1; \ldots, k; j = 1; \ldots, n_i \)). We assume the random effects \( u_{ij} \) are distributed as \( N \left( 0, \sigma^2_{u_{ij}} \right) \).

Model (9) is a natural extension of model (1) to incorporate random intercepts. Similarly, consider the following logistic-normal extension of model (3)

\[
\logit \left[ \Pr (X_{ij} = 1 | C_{ij}^s) \right] = \psi_0 + \sum_{s=1}^{S} \psi_s c_{ij}^s + u_{si}, \tag{10}
\]

where \( c_{ij}^s \) is the value of the \( s \)-th (of \( S \)) covariates on subject \( i \) at time \( j \), and we assume that the random effects \( u_{si} \) are independent and identically distributed \( N \left( 0, \sigma^2_{u_{si}} \right) \) variates. One can show that models (9) and (10) imply a compound-symmetric correlation structure for the repeated measures if no predictors are time-dependent. When one or more predictors are time-dependent [certainly the case with \( X_{ij} \) in (9)], then the implied correlation between any two repeated measures becomes dependent upon the values of the time-varying predictor(s) at the respective time points. As before, the covariates \( C^* \) in (3) may or may not overlap those comprising \( C \) in (9).

To set the stage for handling pooled samples to assess exposure (\( X \)), first consider the joint likelihood contribution attributable to subject \( i \):

\[
\Pr \left( Y_i, X_i | C_i, C_i^* \right) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Pr \left( Y_i, X_i | u_{ti}, u_{si}, C_i, C_i^* \right) f \left( u_{ti}, u_{si} \right) du_{ti} du_{si} \\
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \prod_{j=1}^{n_i} \Pr \left( Y_{ij} | X_{ij}, C_{ij}, u_{ij} \right) \times \Pr \left( X_{ij} | C_{ij}^*, u_{si} \right) f \left( u_{ti}, u_{si} \right) du_{ti} du_{si}. \tag{11}
\]

With normal random effects, such a likelihood is readily specified for maximization using standard statistical software (e.g., the SAS NLMIXED procedure [20]). Note that it is possible to include an additional variance component (\( \sigma_{yx}^2 \)) allowing for correlation between the random effects \( u_{ij} \) and \( u_{x_i} \). Such residual association between \( Y \) and \( X \) should seldom be present given that \( x_{ij} \) appears as a time-dependent covariate in (2). It may nevertheless be beneficial in practice to assess \( \sigma_{yx} \) via a likelihood ratio test because simulations (not shown) demonstrate that failure to do so can lead to bias in the ML estimate of \( \beta \).

We assume that pooling of samples is performed within subjects. That is, the \( n_i \) specimens that would be assayed to determine the individual repeated binary exposure values \( (x_{ij}, j = 1; \ldots, n_i) \) for a given subject are combined into a single pool for laboratory assessment. As before, we first define the probability (or likelihood contribution) attributable to a negative pool, conditional on the random effects, as follows:
\[ p_{yi0} = \Pr \left( Y_i = y_i, X_i = 0 | u_{yi}, u_{si}, C_j \right) \]
\[ = \prod_{j=1}^{n_i} \left[ \Pr \left( Y_{ij} = y_{ij} | X_{ij} = 0, C_{ij} = c_{ij}, u_{si} \right) \times \Pr \left( X_{ij} = 0 | C_j = c_{ij}, u_{si} \right) \right]. \]  \quad (12)

In contrast, a positive pool for subject \( i \) makes the contribution \( (p_y - p_{yi0}) \), where
\[ p_y = \Pr \left( Y_i = y_i | u_{yi}, u_{si}, C_j \right) \]
\[ = \sum_{s_{ij} = 0}^{1} \cdots \sum_{s_{ij} = 0}^{1} \left[ \prod_{j=1}^{n_i} \left( \Pr \left( Y_{ij} = y_{ij} | X_{ij} = x_{ij}, C_{ij} = c_{ij}, u_{si} \right) \times \Pr \left( X_{ij} = x_{ij} | C_j = c_{ij}, u_{si} \right) \right) \right]. \]  \quad (13)

The unconditional likelihood contributions corresponding to negative and positive pools are obtained by integrating out the random effects as in (11).

Chen et al. [14] proposed maximum likelihood estimation under nonlinear mixed models for pooled binary outcome data via two methods based on a Newton–Raphson and an expectation - maximization (EM) algorithm. The approach given here permits a similar treatment of the case in which the repeated or longitudinally measured binary exposure variable \( (X) \) is determined by pooling. After formatting the data such that each record captures the information for a single pool, we have found it convenient to maximize the joint likelihood based on the product of the pool-wise contributions in (12) and (13) via use of the ‘general’ log-likelihood facility in the SAS NLMIXED procedure [20]. Note that pool size \( (n_i) \) equals the number of observations on an individual and is free to vary across subjects. As in the univariate case, ‘hybrid’ designs with \( X \) measured separately on each occasion for certain subjects are also readily accommodated.

3. Practical considerations in the univariate case

3.1. Applicability in case-control studies

The joint modeling approach targeting the distribution of \((Y, X)\) given \( C \) may appear best suited for application to cross-sectional studies. However, it is well known that, except for distortion of the intercept \( (\alpha) \), model \( (1) \) can be applied directly under the outcome-dependent sampling typical of case-control studies [16]. In the absence of pooling, it follows that the valid ML estimation of the primary parameters \( (\beta, \gamma) \) is also preserved under the joint modeling strategy in (4). The effect of case oversampling will generally be to invalidate the ML estimate of \( \psi \), the vector of secondary regression coefficients in model \( (3) \).

With pooling to determine exposure status \( (X) \), it is useful and convenient to note that the same conclusions hold with regard to the effects of case oversampling. That is, maximization of the likelihood based on (7) and (8) leads to invalid estimates of \( \alpha \) and \( \psi \), but valid MLEs of the parameters of main interest \( (\beta, \gamma) \). This result hinges largely on an appropriate specification of model \( (3) \) (refer to Section 3.3), but it is significant in terms of generalizing the approach advocated here beyond the confines of the cross-sectional design. A simulation-based illustration is provided in Section 5 (Table III).

3.2. Efficient pooling

In the context of model \( (1) \) with \( Y \) (rather than \( X \)) assessed by pooling, Vansteelandt et al. [7] discussed efficiency gains attainable by the informed allocation of subjects into pools. That is, rather than random pooling, they advocate the creation of ‘covariate-homogeneous’
pools. Similar advice applies to the problem considered here if all subjects are to be
allocated to pools for assessing \( X \), except that we recommend the formation of ‘\((Y,C)\)-
homogeneous’ pools. Although the validity of the ML analysis based on (7) and (8) is not
contingent on pooling within \( Y \) strata (e.g., pooling cases with cases and controls with
controls in a case-control study), this strategy will typically be beneficial in the interest of
more precise estimation of \( \beta \). For precision in estimating the remaining coefficients \( \gamma \) in
model (1), we recommend sorting subjects within the two strata of \( Y \) according to what is
viewed as the most scientifically important covariate \( C_j \), followed by the next most
important \( C_j' \), and so on. One would then pool together adjacent subjects based on the
resulting ordered list, as recommended by prior authors [7].

Importantly, we advocate a slight adjustment to the above strategy in the case of a ‘hybrid’
design [12], in which a subset of the subjects have \( X \) individually measured. In that case, it
is generally advantageous to apply sorting by \((Y,C)\) not only with a view towards obtaining
‘\((Y,C)\)-homogeneous’ pools, but also so as to increase the expected number of negative
pools. To clarify, assume that \( \beta \) is expected to be positive in model (1) and that model (3)
contains a single covariate \( C^* \) whose coefficient is expected to be negative. For a hybrid
design in that case, we recommend sorting by \( Y \) from the smallest to the largest and then
(within the \( Y \) strata) sorting by \( C^* \) from the largest to the smallest. Pools would be formed
from the ‘top–down’ based on the resulting sorted list so as to tend to increase the number of
negative pools obtained, while those nearer the bottom of the list would be assessed
individually for \( X \). Simulations that help to illustrate the benefits of informed pooling in
both ‘all pooled’ and ‘hybrid’ designs are summarized in Section 5 (Tables II and IV,
respectively).

3.3. Effects of misspecifying model (3)

As mentioned in Section 2, misspecification of model (3) would be of little concern in the
absence of pooling assuming that one’s main interest lies in the parameters \((\beta, \gamma)\) of model
(1). Not surprisingly, the same will not generally be true when applying ML based on (7)
and (8) in the case of pooled exposure data. In particular, the judicious choice of covariates
\((C^*)\) in model (3) becomes important in practice, to ensure valid estimates of \((\beta, \gamma)\) in model
(1).

Interestingly, however, there does appear to be a certain robustness to misspecification of
model (3). Specifically, we do not expect the MLE of \((\beta, \gamma)\) to be sensitive to the omission
of an important covariate \((C^*_j)\) from model (3), provided that \( C^*_j \) is not a necessary predictor
in model (1). A small simulation study under large sample conditions is provided in Section
5 to illustrate this point (Table V). Nevertheless, we recommend careful selection of the
covariates \((C^*)\) in model (3) and the usual attentiveness to covariate selection in model (1).
Likelihood ratio tests for these purposes are available in the context of the overall likelihood
based on (7) and (8).

4. Example

We illustrate the methods for the univariate case in Section 2.1, using data from The
Molecular Epidemiology of Colorectal Cancer (MECC) Study. This is a population-based
case-control study of all incident cases of colorectal cancer in Northern Israel between
March 31, 1998 and March 31, 2004. Details of the study, which collected a rich set of
genetic, lifestyle, and environmental variables on over 4000 subjects, can be found
elsewhere [21]. For the purposes of model (1), the outcome \( Y \) is colorectal cancer status
and the binary exposure variable \( X \) is the presence/absence of the C allele at SNP
RS16892766 (on chromosomal locus \( 8q23.3 \)), which has been found associated with the risk
of colorectal cancer via genome-wide association studies making use of Illumina HumanHap BeadChip arrays [21]. Binary control variables (C) include other established risk factors for colorectal cancer: statin use (C₁); aspirin use (C₂); average daily consumption of ≥5 vegetables (C₃); sports participation (C₄); family history of colorectal cancer (C₅); and ethnicity (Ashkenazi vs other descent; C₆). Age in years (C₇) was treated as a continuous covariate in our analyses.

Here, we utilize data from 1568 cases and 1752 controls between the ages of 26 and 97, with complete data on each of the aforementioned variables. Among these individuals, the overall prevalence of the C allele was approximately 28%. To aid in the illustration, exclusions of a very small number of subjects on the extreme low and high ends of the age range were made to produce sample sizes in both case and control groups that were divisible by eight. Not surprisingly, the presence of the C allele was found to be unassociated with the other model (1) covariates, so we employed an intercept-only version of model (3).

Table I summarizes the complete data results and three additional analyses in which subjects were artificially allocated at random into pools of 2, 4, and 8 within case status (Y) groups. Note the similarity of the point estimate (β̂) in each case, along with its expected increasing standard error as pool size increases. The loss of precision is nonetheless generally small, especially for pool sizes of 2 or 4. Also of interest is the fact that the MLEs and their standard errors for the γ coefficients via the joint likelihood based on (7) and (8) are almost identical in every case, even when pool sizes increase to 8. This illustrates a striking prospect for resource savings by means of pooling. In particular, it indicates a potential for minimal loss of efficiency with respect to estimating adjusted log ORs corresponding to variables other than X.

All analyses confirm the association of the SNP in question with colorectal cancer in the MECC study, while reiterating the association of other covariates in the model with colorectal cancer.

5. Simulation studies

In this section, we describe simulation studies undertaken to evaluate various aspects of the proposed approaches discussed in Sections 2.1 and 2.2. Except where otherwise noted, in all cases a covariate C in model (1) was generated as a normal variate with standard deviation of 0.5, and C was also utilized as the sole predictor (C*) in model (3).

5.1. Cross-sectional design with all subjects pooled

Table II summarizes simulations under cross-sectional sampling for ‘all pooled’ designs with various pool sizes and pooling strategies. In each case, the version of model (1) via which data were generated contained the continuous covariate (C) in addition to the binary variable (X). A total of 1000 simulations were run under each of the three scenarios presented, and Table II provides the sample sizes, true parameter values (α, β, γ₁, ψ₀, ψ₁), and pool sizes employed. Under each scenario, three pooling strategies were evaluated for assessing X: (i) random pooling; (ii) pooling after first sorting records by Y; and (iii) pooling after first sorting by Y and by C within Y.

In general, the results show that the ML method in Section 2.1 performs well for pool sizes of 2, 4, and 8. Sorting by Y improves the estimation of β in each case, while sorting by both Y and C preserves validity and improves the estimates of both β and γ₁. Focusing on the ‘Sorted by Y and C’ column, note that modest and miniscule amounts of precision are lost for estimating β and γ₁, respectively, when we analyze 100 pools of size 4 as opposed to 200 pools of size 2. Interestingly, however, utilizing 100 pooled samples with total sample sizes...
sizes of either 400 or 800 provides similar precision for estimating $\gamma_1$, while significant information about $\beta$ is lost as a result of the larger pool sizes in the latter case. An implication is that the use of larger pools can be beneficial up to a point, but may be subject to diminishing returns. As the footnotes of Table II indicate, another potential disadvantage of larger pool sizes is the higher potential for encountering numerical instability (primarily seen here under random pooling).

5.2. Case-control design with all subjects pooled

In Table III, we summarize simulations designed to mimic a case-control design. First, $(Y, X, C)$ data on a large number of subjects (10,000) were generated according to models (1) and (3), under rare disease conditions. From each of 1000 overall datasets so generated, 200 cases (approximately 50%) and 200 controls (approximately 2%) were randomly selected. Subjects were then allocated into 100 pools of size 4 for assessing $X$ in two ways. First, 50 case pools and 50 control pools were created randomly with respect to $C$. Second, subjects were sorted by $C$ within case/control status before forming the pools. The true parameter values on which the simulations were based are provided at the top of Table III.

As discussed in Section 3.1, the results indicate maintenance of the validity of the MLEs for $(\beta, \gamma)$ via the likelihood based on (7) and (8), while consistency of the $(\psi_0, \psi_1)$ estimators is lost subsequent to case oversampling. Under the conditions in Table III, there was little difference in the precision of the $(\beta, \gamma)$ estimates based on pooling by $Y$ only as opposed to sorting by $C$ within $Y$, although estimates of $(\psi_0, \psi_1)$ were much less variable in the latter case.

5.3. ‘Hybrid’ design under cross-sectional sampling

Table IV shows the results of a simulation evaluating the ML approach based on (7) and (8) for a ‘hybrid’ design in which a total of 600 subjects were simulated in each case, with 300 of them assessed individually for $X$ and the remaining 300 placed into 75 pools of size 4. The true parameter values are given at the top of the table. Note the evidence of improved efficiency for estimating $\beta$ when pools are formed ‘top-down’ after first sorting by $Y$, relative to random pooling. Slight additional precision benefits for estimating $\beta$ and are seen subsequent to sorting by descending values of $C$ within the $Y$ strata, although improvements in the precision of estimates for the secondary parameters $(\psi_0$ and $\psi_1$) in model (3) are more pronounced as we move from random to informed pooling scenarios. We refer to Section 3.2 for the explanation of the sorting strategies employed here, based on assumed knowledge of the directionalities of $\beta$ and $\gamma_1$.

5.4. Effects of omitting a predictor in model (3)

In Table V, we summarize simulations under large cross-sectional samples to illustrate the impact of omitting an important predictor from model (3) when applying the ML method of Section 2.1. Here, the true model (1) included two independent standard normal covariates ($C_1$ and $C_2$) in addition to $X$, and model (3) also contained two independent standard normal covariates ($C^*_1$ and $C^*_2$), where $C_1=C^*_1$. ML estimation based on (7) and (8) was conducted in two ways: (i) utilizing the correct version of model (3) and (ii) utilizing a version of model (3) with $C^*_2$ omitted. The top half of Table V shows the results of conducting this experiment when $C_2=C^*_2$ while the bottom half shows the results when $C_2 \neq C^*_2$ [i.e., the predictor omitted from model (3) is a separate variable not contained in model (1)]. Subjects were allocated to pools of size 4 subsequent to sorting by outcome $(Y)$ status, and the true parameter values are provided in the table. Given the small variability in the MLEs based on the large sample size (50,000), the results are based on 25 simulations in each case.
The top section of Table V reveals that omission of $C^*_2$ produces apparent inconsistency in the MLEs for both $\beta$ and $\gamma_2$ when $C^*_2 = C_2$. In contrast, the bottom portion of the table reveals no inconsistencies in the MLE for $(\beta, \gamma)$ when the omitted predictor $C^*_2$ in model (3) is not among the necessary covariates in model (1). This illustrates points made in Section 3.3.

5.5. Longitudinal design with pooling within-subjects

In Table VI, we present the results of simulations designed to assess the implementation and performance of ML in the setting of a repeated measures study based on the methods in Section 2.2. Data were simulated under the following versions of models (9) and (10), respectively:

$$\text{logit} \left[ \Pr \left( Y_{ij} = 1 | X_{ij}, C_i, u_{si} \right) \right] = \alpha + \beta x_{ij} + \gamma_1 c_i + \gamma_2 f + u_{si},$$

and

$$\text{logit} \left[ \Pr \left( X_{ij} = 1 | C^*_i \right) \right] = \psi_0 + \psi_1 c^*_i + u_{si},$$

where $C_i = C^*_i$ was a simulated $N(1,4)$ baseline (not time-dependent) covariate and $t = j-1$ indexes the $j$–th repeated observation. The overall sample size for each simulated dataset was 400, and within-subject pooling for the ascertainment of $X$ was implemented. We conducted the experiment separately for the case of two repeated measures per subject (pool sizes of 2; top half of Table VI), and for the case of four repeated measures per subject (pool sizes of 4; bottom half of Table VI). The true parameter values under which data were generated are given in the table.

The results indicate that ML accounting for the pooling of samples within subjects via Equations (11) and (12) performed well, with few convergence problems based on a convenient implementation facilitated by the SAS NLMIXED procedure ([20]; footnote of Table VI). While the precision of the estimates suffers relative to the complete data analysis as expected, the results under pooling are based on only 50% (for pools of 2) or 25% (for pools of 4) of the total number of required hypothetical laboratory assays, respectively.

Nuisance parameters corresponding to the $X$ given $C^*$ model (3) were estimated reliably with the exception of $C^*_2$, for which the MLE exhibited some instability that had little impact on the primary parameter estimates. We note in passing that this issue was readily resolved in further simulations (not summarized here) under similar conditions, in which we employed a hybrid design with $X$ measured directly on each occasion for half of the subjects and via pools for the others. Note also that the simulations summarized in Table VI are based on data and models conforming to the assumption that the random effects $(u_{ij})$ are uncorrelated. Other results (not shown) support the feasibility of allowing for correlated errors and time-dependent covariates $(C^*_ij)$.

6. Discussion

We have presented and evaluated ML methods for regression analyses when binary exposure status is assessed via the pooling of biological samples. As discussed by prior authors [5-13], pooling is often appealing as a strategy to reduce the occurrence of assay nondetects and more generally from the standpoint of cost efficiency when assay costs are substantial. In this paper, the methodology proposed for analyzing pooled samples targeting
exposure status parallels approaches in the literature for pooled binary outcome assessments in univariate [7] and multivariate [14] settings. The primary distinction is the incorporation of a second regression model for exposure status given covariates [models (3) and (10)], and the need for complete enumeration of the possible individual outcomes when constructing the likelihood for a positive pool [Equations (8) and (13)]. An advantage of the implementations developed here is their computational accessibility by means of general optimization facilities found in standard statistical software [17, 20]. As such, programs for conducting the analyses illustrated in this report are readily available from the authors by request.

The approach taken here provides an appealing and efficient way to incorporate all available information into the analysis, provided that the secondary model for exposure given covariates [(3) or (10)] can be well formulated. Nevertheless, the potential for further research related to pooling scenarios similar to those considered here appears strong. One might seek extensions (perhaps in the context of Section 2.2) that would permit the simultaneous analysis of multiple SNPs assayed via common pooled biological specimens, and/or that would reliably facilitate the incorporation of multiple subject-specific random effects into models (9) and (10) when pooling is to be accommodated. Also in the multivariate case, it may be of interest to consider pooling across (rather than within) subjects, raising new computational challenges because of the need to integrate out multiple random effects for each pool. However, current research in a different context [23] suggests that within-subject pooling may not only be more computationally feasible, but also more efficient statistically.

While the proposed methods are most appealing when accurate (but expensive) lab assays are available, accounting for potential misclassification error in pool-based assessments may also be of interest. Prior studies [7, 14] demonstrate simple adjustments to likelihoods for pooled univariate or multivariate binary response data when the sensitivity and specificity associated with the pool-wise assessment are known, and such an accommodation could be made similarly in the settings considered here. We also note that with a few adjustments to facilitate computations, our approach can be modified to efficiently incorporate more specific information than pool-wise exposure status (e.g., if the assay can accurately determine how many of the pooled subjects are positive). Finally, while Section 3.2 provides practical advice aimed at efficient pooling strategies, further research into more targeted cost-efficiency considerations under variations of ‘hybrid’ designs [12] that dictate variation in pool sizes based on outcome and covariate information could be of special interest.
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Table I

Results from case-control study associating SNP RS16892766 with colorectal cancer, adjusting for other covariates associated with the disease. *

<table>
<thead>
<tr>
<th>Predictor variable</th>
<th>Complete data</th>
<th>Pools of 2</th>
<th>Pools of 4</th>
<th>Pools of 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presence of C allele (X)</td>
<td>0.312</td>
<td>0.298</td>
<td>0.302</td>
<td>0.383</td>
</tr>
<tr>
<td></td>
<td>(0.079)</td>
<td>(0.087)</td>
<td>(0.108)</td>
<td>(0.179)</td>
</tr>
<tr>
<td>Statin use</td>
<td>−0.614</td>
<td>−0.610</td>
<td>−0.617</td>
<td>−0.619</td>
</tr>
<tr>
<td></td>
<td>(0.133)</td>
<td>(0.133)</td>
<td>(0.133)</td>
<td>(0.134)</td>
</tr>
<tr>
<td>Aspirin use</td>
<td>−0.432</td>
<td>−0.435</td>
<td>−0.432</td>
<td>−0.433</td>
</tr>
<tr>
<td></td>
<td>(0.095)</td>
<td>(0.096)</td>
<td>(0.096)</td>
<td>(0.096)</td>
</tr>
<tr>
<td>Vegetable consumption ( ≥5/day)</td>
<td>−0.318</td>
<td>−0.314</td>
<td>−0.319</td>
<td>−0.322</td>
</tr>
<tr>
<td></td>
<td>(0.074)</td>
<td>(0.075)</td>
<td>(0.075)</td>
<td>(0.075)</td>
</tr>
<tr>
<td>Sports participation</td>
<td>−0.440</td>
<td>−0.442</td>
<td>−0.439</td>
<td>−0.439</td>
</tr>
<tr>
<td></td>
<td>(0.077)</td>
<td>(0.077)</td>
<td>(0.077)</td>
<td>(0.077)</td>
</tr>
<tr>
<td>Family history</td>
<td>0.494</td>
<td>0.490</td>
<td>0.485</td>
<td>0.485</td>
</tr>
<tr>
<td></td>
<td>(0.124)</td>
<td>(0.124)</td>
<td>(0.124)</td>
<td>(0.125)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>−0.014</td>
<td>−0.015</td>
<td>−0.015</td>
<td>−0.015</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Ethnicity (Ashkenazi)</td>
<td>0.383</td>
<td>0.388</td>
<td>0.389</td>
<td>0.392</td>
</tr>
<tr>
<td></td>
<td>(0.080)</td>
<td>(0.080)</td>
<td>(0.080)</td>
<td>(0.081)</td>
</tr>
</tbody>
</table>

* Data on 1568 cases and 1752 controls from MECC Study [21,22]; cells contain ML estimates of regression coefficients and standard errors.

† ML based on Equations (7) and (8); artificial pooling, by case status.
Table II

Results from simulation study assessing MLEs under cross-sectional sampling for various pool sizes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean estimate (SD)</th>
<th>Mean estimated SE</th>
<th>Mean estimate (SD)</th>
<th>Mean estimated SE</th>
<th>Mean estimate (SD)</th>
<th>Mean estimated SE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random pooling</td>
<td>Sorted by Y</td>
<td>Sorted by Y and C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 400, \alpha = 0, \beta = 2, \gamma_1 = -0.5, \psi_0 = -1, \psi_1 = -0.5, 200$ pools of size 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>2.08</td>
<td>2.06</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>(0.53)</td>
<td>(0.36)</td>
<td>(0.35)</td>
<td>(0.35)</td>
<td>(0.35)</td>
<td>(0.35)</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.23</td>
<td>0.24</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>$\psi_0$</td>
<td>0.35</td>
<td>0.39</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>$\psi_1$</td>
<td>0.35</td>
<td>0.39</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>$N = 400, \alpha = 0, \beta = 2, \gamma_1 = -0.5, \psi_0 = -1, \psi_1 = -0.5, 100$ pools of size 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.96</td>
<td>2.08</td>
<td>2.07</td>
<td>2.07</td>
<td>2.07</td>
<td>2.07</td>
</tr>
<tr>
<td></td>
<td>(0.69)</td>
<td>(0.42)</td>
<td>(0.41)</td>
<td>(0.41)</td>
<td>(0.41)</td>
<td>(0.41)</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.26</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>$\psi_0$</td>
<td>0.49</td>
<td>0.61</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
</tr>
</tbody>
</table>
### Parameter Estimates for Random Pooling and Sorting

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean Estimate (SD)</th>
<th>Mean Estimated SE</th>
<th>Mean Estimate (SD)</th>
<th>Mean Estimated SE</th>
<th>Mean Estimate (SD)</th>
<th>Mean Estimated SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_1$</td>
<td>(0.51)</td>
<td>(0.66)</td>
<td>(0.39)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.51</td>
<td>0.63</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.54)</td>
<td>(0.68)</td>
<td>(0.36)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Additional Notes
- SD, standard deviation; SE, standard error.
- ML based on Equation (7) and (8); 1000 simulations under each set of conditions.
- 37/1000 runs dropped for random pooling from convergence or numerical stability issues.
- 144/1000 runs dropped for random pooling from convergence or numerical stability issues; 45/1000 and 59/1000 runs dropped for ‘Sorted by $Y$’ and ‘Sorted by $Y$ and $C$’, respectively.
Table III

Results from simulation study assessing MLEs under case-control sampling. *

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean estimate (SD)</th>
<th>Mean estimated SE</th>
<th>Mean estimate (SD)</th>
<th>Mean estimate SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>1.04</td>
<td>0.38</td>
<td>1.03</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>(0.39)</td>
<td></td>
<td>(0.37)</td>
<td></td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.22</td>
<td>0.22</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>(0.22)</td>
<td></td>
<td>(0.21)</td>
<td></td>
</tr>
<tr>
<td>$\psi_0$</td>
<td>0.58</td>
<td>0.58</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>(0.62)</td>
<td></td>
<td>(0.36)</td>
<td></td>
</tr>
<tr>
<td>$\psi_1$</td>
<td>0.66</td>
<td>0.66</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>(0.70)</td>
<td></td>
<td>(0.37)</td>
<td></td>
</tr>
</tbody>
</table>

N = 400, $\alpha = -3.5$, $\beta = 1$, $\gamma_1 = -0.5$, $\psi_0 = -2$, $\psi_1 = -0.5$, pools of size 4

200 cases, 200 controls per sample; sampling rates of approximately 50% for cases and 2% for controls. ML based on Equations (7) and (8); 1000 simulations.

*Stat Med. Author manuscript; available in PMC 2012 December 21.
Table IV

Results from simulation study assessing MLEs under cross-sectional sampling, for a ‘hybrid’ design.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Random pooling</th>
<th>Sorted by Y</th>
<th>Sorted by Y and C</th>
</tr>
</thead>
<tbody>
<tr>
<td>N = 600, α = 0, β = 1, γ₁ = −0.5, ψ₀ = −1, ψ₁ = −0.5, pools of size 4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean estimate (SD)</th>
<th>Mean estimate (SD)</th>
<th>Mean estimate (SD)</th>
<th>Mean estimate (SD)</th>
<th>Mean estimated SE</th>
<th>Mean estimated SE</th>
<th>Mean estimated SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>0.001</td>
<td>0.204</td>
<td>0.199</td>
<td>0.001</td>
<td>0.198</td>
<td></td>
<td></td>
</tr>
<tr>
<td>β</td>
<td>(0.200)</td>
<td>(0.196)</td>
<td>(0.195)</td>
<td>1.005</td>
<td>1.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>γ₁</td>
<td>0.288</td>
<td>0.234</td>
<td>0.232</td>
<td>0.177</td>
<td>0.176</td>
<td>0.175</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.288)</td>
<td>(0.237)</td>
<td>(0.228)</td>
<td>(0.174)</td>
<td>(0.173)</td>
<td>(0.172)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>−0.504</td>
<td>−0.504</td>
<td>−0.504</td>
<td>−1.001</td>
<td>−0.998</td>
<td>−1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.292)</td>
<td>(0.266)</td>
<td>(0.237)</td>
<td>(0.291)</td>
<td>(0.266)</td>
<td>(0.231)</td>
<td></td>
</tr>
<tr>
<td>ψ₀</td>
<td>0.278</td>
<td>0.257</td>
<td>0.228</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.292)</td>
<td>(0.266)</td>
<td>(0.237)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ψ₁</td>
<td>0.276</td>
<td>0.254</td>
<td>0.220</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.291)</td>
<td>(0.266)</td>
<td>(0.231)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Each simulation represents 300 subjects with complete data on X, with the remaining 300 grouped into 75 pools of 4. ML based on Equations (7) and (8); 1000 simulations.*
Table V

Results from simulation study assessing effects of omitted predictor in \(X|\mathbf{C^*}\) model [model (3)]\(^7\)

\[N = 50000, \alpha = 0, \beta_1 = 2, \gamma_1 = -0.5, \gamma_2 = 0.25, \psi_0 = -1.5, \psi_1 = 0.5, \psi_2 = -0.5, \text{ pools of size 4}\]

\(C_2^* = C_2\) is a predictor in both the \(Y|X, \mathbf{C}\) and \(X|\mathbf{C^*}\) models

\(^†\)ML based on Equations (7) and (8); 25 simulations under each set of conditions.

| Parameter | Correct \(X|\mathbf{C^*}\) model | \(C_2^*\) omitted from \(X|\mathbf{C^*}\) model |
|-----------|---------------------------------|------------------------------------------|
| \(\beta\)  | 2.00 (0.04)                     | 2.11 (0.04)                              |
| \(\gamma_1\) | -0.50 (0.01)                   | -0.51 (0.01)                            |
| \(\gamma_2\) | 0.25 (0.01)                    | 0.36 (0.01)                               |

\[^{7}N = 50000, \alpha = 0, \beta_1 = 2, \gamma_1 = -0.5, \gamma_2 = 0.25, \psi_0 = -1.5, \psi_1 = 0.5, \psi_2 = 0.5, \text{ pools of size 4}\]

\(C_2^* \neq C_2\), i.e., omitted predictor in \(X|\mathbf{C^*}\) model is not present in \(Y|X, \mathbf{C}\) model

| Parameter | Correct \(X|\mathbf{C^*}\) model | \(C_2^*\) omitted from \(X|\mathbf{C^*}\) model |
|-----------|---------------------------------|------------------------------------------|
| \(\beta\)  | 1.99 (0.10)                     | 1.98 (0.11)                              |
| \(\gamma_1\) | -0.50 (0.01)                   | -0.50 (0.01)                           |
| \(\gamma_2\) | 0.25 (0.01)                    | 0.25 (0.02)                               |

\[^{7}\text{ML based on Equations (7) and (8); 25 simulations under each set of conditions.}\]
Table VI

Results from simulation study assessing MLEs under longitudinal sampling. *

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$N = 400, \alpha = 0, \beta = 0.5, \gamma_1 = 1, \gamma_2 = -0.5, \psi_0 = 0, \psi_1 = -2, \sigma_{uy}^2 = 1, \sigma_{ux}^2 = 1, 2$ time points</th>
<th>Complete data</th>
<th>Pools of size 2†</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean estimate (SD)</td>
<td>Mean estimated SE</td>
<td>Mean estimate (SD)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.49 (0.29)</td>
<td>0.29</td>
<td>0.50 (0.43)</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>1.00 (0.11)</td>
<td>0.11</td>
<td>1.00 (0.13)</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>1.04 (0.19)</td>
<td>0.20</td>
<td>1.04 (0.19)</td>
</tr>
<tr>
<td>$\sigma_{uy}^2$</td>
<td>0.49 (0.50)</td>
<td>0.49</td>
<td>0.50 (0.49)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$N = 400, \alpha = 0, \beta = 0.5, \gamma_1 = 1, \gamma_2 = -0.5, \psi_0 = 0, \psi_1 = -2, \sigma_{uy}^2 = 1, \sigma_{ux}^2 = 1, 4$ time points</th>
<th>Complete data</th>
<th>Pools of size 4‡</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean estimate (SD)</td>
<td>Mean estimated SE</td>
<td>Mean estimate (SD)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.50 (0.24)</td>
<td>0.23</td>
<td>0.50 (0.44)</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>1.00 (0.08)</td>
<td>0.07</td>
<td>1.00 (0.10)</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>1.00 (0.06)</td>
<td>0.06</td>
<td>1.00 (0.06)</td>
</tr>
<tr>
<td>$\sigma_{uy}^2$</td>
<td>0.26 (0.26)</td>
<td>0.26</td>
<td>0.26 (0.25)</td>
</tr>
</tbody>
</table>

* ML based on Equations (12) and (13); 1000 simulations in each case.

† Convergence in 999/1000 and 960/1000 datasets for pool sizes of 2 and 4, respectively, based on implementation using SAS NLMIXED [20].