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Abstract

Measurement error is common in epidemiological and biomedical studies. When biomarkers are measured in batches or groups, measurement error is potentially correlated within each batch or group. In regression analysis, most existing methods are not applicable in the presence of batch-specific measurement error in predictors. We propose a robust conditional likelihood approach to account for batch-specific error in predictors when batch effect is additive and the predominant source of error, which requires no assumptions on the distribution of measurement error. While a regression model with batch as a categorical covariable yields the same parameter estimates as the proposed conditional likelihood approach for linear regression, this result does not hold in general for all generalized linear models, in particular, logistic regression. Our simulation studies show that the conditional likelihood approach achieves better finite sample performance than the regression calibration approach or a naive approach without adjustment for measurement error. In the case of logistic regression, our proposed approach is shown to also outperform the regression approach with batch as a categorical covariate. In addition, we also examine a “hybrid” approach combining the conditional likelihood method and the regression calibration method, which is shown in simulations to achieve good performance in the presence of both batch-specific and measurement-specific error. We illustrate our method using data from a colorectal adenoma study.
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1. Introduction

It is common to observe measurement error in epidemiological and biomedical studies. In regression analysis, it is important to adjust for measurement error in predictors because failure to do so can lead to biased estimates of association or effect [1]. As a result, research on measurement error has drawn considerable interest, for which many statistical methods have been developed, e.g., regression calibration [2, 3], semiparametric methods such as sufficient and conditional scores [4, 5], and simulation extrapolation methods [6]. Carroll
et.al [7] provides a nice review of current literature on the issue of measurement error in predictors. We note that most existing methods assume a particular error structure, say additive, and a specific distribution for measurement error. While some methods avoid these assumptions, they require external/internal validation data [8, 9] or can be difficult to implement for a continuous exposure.

An important and frequent situation arises if the independent variables, either the exposure of interest or biomarkers of interest, are measured in batches or groups, which may occur in the laboratory when groups of samples are assayed together [10, 11]. This situation can result in potentially strong correlation between measurement error within each batch; we refer to this type of error as batch-specific error. Another situation in which measurement error may be correlated within groups arises if the variable has a strong temporal component, such as might occur seasonally for vitamin D or with circadian rhythm for hormone levels, assuming the long run average as the underlying exposure of interest [12].

It is a common practice to control for batch effect in the analysis of studies in which one or more independent variables are measured in groups or batches and measurement error is related to batches. As noted Blanck in a recent review [13], “If all samples cannot be assessed in a single run, then cases and an appropriate number of controls should be analyzed together in the same batch to ensure the validity of the paired comparison.” Despite this common perception and practice, the assumptions under which the paired comparisons will remove or control the batch effect are unclear. In addition, in regression analysis, most existing methods are not applicable in the presence of batch-specific error except for Long et al. [14]. Furthermore, the sensitivity of the adjustment to departures from the assumptions is also uncertain.

In this article, we present a conditional likelihood method to adjust for batch-specific error, when batch effect is additive and the predominant source of error. The method is applicable across a broad range of settings concerning the outcome-exposure relationship, specifically including the class of generalized linear models (GLMs), and is robust in that it does not require assumptions on the distribution of measurement error. The rest of the article is organized as follows. In Section 2, we describe the proposed conditional likelihood method. In Section 3, we provide simulation results to assess the finite sample performance of the proposed method under various settings. In Section 4, we illustrate the method using data from a colorectal adenoma study. We provide some concluding remarks in Section 5.

2. Methodology

2.1. The Models

Suppose that one is to estimate the association of a dependent variable $y$ with a vector of predictors $x$, where $x$ are biomarkers that are subject to batch-specific measurement error. Specifically, $x$ is measured in $G$ batches/groups with $n_g$ subjects/observations in the $g^{th}$ batch. Note that it is straightforward to extend our method to the case where only a subset of predictors are measured with batch-specific error. Here, for subject $i$ in group $g$, we denote the true unobserved biomarker values by $x_{i,g}$ and the observed biomarker value by $w_{i,g}$.

Assuming measurement error is additive and batch-specific, we have

$$w_{i,g} = x_{i,g} + \varepsilon_g, \quad i=1, 2, \ldots, n_g; \quad g=1, 2, \ldots, G, \quad (1)$$

where $\varepsilon_g$ is batch-specific error and is assumed to be independent of each other. Note that we make no additional assumptions about the distribution of the error terms ($\varepsilon_g$). We also assume the two-parameter exponential family for the dependent variable $y$ of the form [15]:
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where $y_{i,g}$ is the value of the dependent variable $y$ for subject $i$ in group $g$; $x_{i,g} = (x_{i,g,1}, x_{i,g,2}, \ldots, x_{i,g,p})^t$ is the value of the vector of predictors $x$ for subject $i$ in group $g$; $\theta = (\alpha, \beta^t)$ is a $(p + 1) \times 1$ vector of regression parameters to be estimated; $\phi$ is a dispersion parameter to encode the variance; and $a_{\phi}(\cdot) = a(\cdot, \phi)$, $b(\cdot)$, and $c_{\phi}(\cdot) = c(\cdot, \phi)$ are known smooth functions. With this formulation, the mean of $y$ for subject $i$ in group $g$, $\mu_{i,g}$, is given by $\mu_{i,g} = \psi^{-1}(\alpha + \beta^t x_{i,g})$. In addition, the variance of $y_{i,g}$ is given by $V(y_{i,g}) = b''(\eta_{i,g}) \alpha \phi = b''(\alpha + \beta^t x_{i,g}) \alpha \phi$. To avoid identifiability issues, we assume the batch size $n_g > 1$ throughout this paper.

2.2. Estimation and Inference

We now present the conditional likelihood approach for estimating regression parameters $\theta = (\alpha, \beta^t)$ in the presence of additive batch-specific measurement error. This method conditions on group-specific totals, thus unknown measurement error is eliminated in the conditional likelihood. To fix the idea, we temporarily assume that we could observe the group-specific error $(\epsilon_g)$, which allows us to write the likelihood based on the true (unobserved) value of the covariates $x_{i,g} = w_{i,g} - \epsilon_g$. The full likelihood, if the batch-specific error were known, is:

Here and throughout, we use the “dot” notation to indicate summation over the missing subscript. As shown in Appendix A, unknown measurement error can be eliminated in the likelihood conditional on the group-specific totals, thus the likelihood conditional on the group-specific totals using mis-measured covariates $(w_{i,g})$ coincides with that based on the true covariates $(x_{i,g})$. The resulting conditional likelihood is given in Equation (13) in Appendix A and the conditional likelihood estimator of $\beta$ can be obtained as the maximizer of the conditional likelihood. This result holds for all members of GLMs.

In the case of linear regression where $y_{i,g}$ is assumed to follow a Gaussian distribution, the conditional likelihood estimator of $\beta$, denoted by $\hat{\beta}$, has a closed-form solution

where $\bar{w}_g = \frac{1}{n_g} \sum_{i=1}^{n_g} w_{i,g}$, $g = 1, 2, \ldots, G$. The variance of $\hat{\beta}$ can be estimated by

where $\hat{\sigma}^2$ can be obtained as
Of note, the estimate based on the proposed conditional likelihood approach (4) is exactly the same as that from the linear regression with batch included as a categorical covariate; however, this result does not hold in general for all GLMs, in particular, logistic regression.

In the case of logistic regression where $y_{i,g}$ is assumed to follow a Bernoulli distribution, the probability mass function of the total $y_{i,g}$ is

$$p(y_{i,g}) = \exp \left( - \sum_{i=1}^{n_g} b(\beta^T w_{i,g} - e_g) \right) \sum_{y_{g}^*} \exp \left( \sum_{i=2}^{n_g} \beta^T (w_{i,g} - w_{1,g}) y_{i,g}^* \right) \prod_{i=2}^{n_g} \exp \left( \sum_{i=2}^{n_g} \beta^T (w_{i,g} - w_{1,g}) y_{i,g}^* \right)$$

where $b(t) = \log(1 + \exp(t))$. Then, the conditional likelihood can be written as

$$L_{c,l} = \prod_{g=1}^{G} \frac{\exp \left( \sum_{i=2}^{n_g} \beta^T (w_{i,g} - w_{1,g}) y_{i,g}^* \right)}{\sum_{y_{g}^*} \exp \left( \sum_{i=2}^{n_g} \beta^T (w_{i,g} - w_{1,g}) y_{i,g}^* \right)}$$

where the batch error $e_g$ is canceled out. It follows that the above conditional likelihood is the same as that using the true covariates $(x_{i,g})$ and the resulting score equations are

$$s_{c,l}(\beta) = \sum_{g=1}^{G} \sum_{i=2}^{n_g} (w_{i,g} - w_{1,g}) y_{i,g} - \sum_{g=1}^{G} \sum_{i=2}^{n_g} \frac{y_{g}^*}{\sum_{i=2}^{n_g} y_{i,g}^*} \prod_{i=2}^{n_g} \exp \left( \sum_{i=2}^{n_g} \frac{\beta^T (w_{i,g} - w_{1,g}) y_{i,g}^*}{\sum_{i=2}^{n_g} y_{i,g}^*} \right)$$

The parameter estimates $\hat{\beta}$ can be obtained as zeros of the score equations (7). In Appendix B, we provide the score equations (17) for logistic regression with batch included as a categorical covariate, which differ from the score equations (7) and hence lead to different regression coefficient estimates. This result is further confirmed by our simulation studies in Section 3.
3. Simulation Studies

3.1. Simulation Settings

We conduct simulation studies to investigate the finite sample performance of the proposed conditional likelihood approach and we consider the cases of both linear regression and logistic regression.

In the case of linear regression, given the true biomarker value \( x_{i,g} \), the continuous response variable for the \( i \)th observation (\( i = 1, 2, \ldots, n_g \)) in the \( g \)th batch (\( g = 1, 2, \ldots, 30 \)), denoted by \( y_{i,g} \), is generated as

\[
y_{i,g} = \beta_0 + \beta_1 x_{i,g} + \epsilon_{i,g},
\]

where the true regression coefficients are \( \beta_0 = \beta_1 = 1 \), the residual term is \( \epsilon_{i,g} \sim N(0, 1) \) and the batch size \( n_g \) is generated from a Poisson distribution with a mean of \( \lambda = 5 \) or \( 10 \). Two types of measurement error models are used to generate the observed biomarker values (\( w_{i,g} \)) that are subject to measurement error. The first one is \( w_{i,g} = x_{i,g} + e_g \) where \( e_g \) is batch-specific error and \( e_g \perp x_{i,g} \); the second one is \( w_{i,g} = x_{i,g} + e_g + \delta_{i,g} \) where \( \delta_{i,g} \) is measurement-specific error, \( e_g \perp \{x_{i,g}, \delta_{i,g}\} \) and \( \delta_{i,g} \perp x_{i,g} \). In all cases, \( \text{Cov}(\epsilon_g, \epsilon_g') = 0 \) for \( g \neq g' \). Of note, the first model represents that the observations within each batch have the same measurement error, while the second one indicates that measurement error within each batch is correlated but not exactly the same as a result of measurement-specific error. For each measurement error model, we consider two set-ups: 1) \( x, e \) and \( \delta \) follow normal distributions, i.e., \( x_{i,g} \sim N(0, \sigma_x^2) \), \( e_g \sim N(0, \sigma_e^2) \) and \( \delta_{i,g} \sim N(0, \sigma_\delta^2) \) where \( \sigma_x^2 = 1, \sigma_e^2 = 1 \) and \( \sigma_\delta^2 = 0.01, 0.25 \) or \( 1 \); 2) \( x, e \) and \( \delta \) are log-normal distributed, i.e., \( \log(x_{i,g}) \sim N(1, 1) \), \( \log(e_g) \sim N(1, 1) \) and \( \log(\delta_{i,g}) \sim N(1, 1) \) where \( \sigma_x^2 = 1, \sigma_e^2 = 1 \) and \( \sigma_\delta^2 = 0.01, 0.25 \) or \( 1 \).

In the case of logistic regression, let \( y_{i,g} \) denote the binary outcome for the \( i \)th subject (\( i = 1, 2, \ldots, n_g \)) in the \( g \)th batch (\( g = 1, 2, \ldots, 50 \)), where \( y_{i,g} = 1 \) for cases and \( y_{i,g} = 0 \) for controls. Let \( p_{i,g} = \Pr(y_{i,g} = 1 | x_{i,g}) \) follow a logit model

\[
\logit(p_{i,g}) = \beta_0 + \beta_1 x_{i,g}.
\]

The regression coefficients \( \beta_0 \) and \( \beta_1 \), the covariate \( x_{i,g} \) and the batch size \( n_g \) are simulated as described for the case of linear regression. Also, the measurement error model considered here is \( w_{i,g} = x_{i,g} + e_g \) where \( x \) and \( e \) follow normal distributions, i.e., \( x_{i,g} \sim N(0, 1) \) and \( e_g \sim N(0, 1) \), or log-normal distributions, i.e., \( \log(x_{i,g}) \sim N(1, 1) \) and \( \log(e_g) \sim N(1, 1) \).

In both cases of linear regression and logistic regression, we compare the proposed estimator (denoted by \( \hat{\beta}_{1,CL} \)) with several other estimators, namely, the “gold standard” estimator (denoted by \( \hat{\beta}_{1,G} \)) which uses the underlying true predictor \( (x_{i,g}) \), a naive estimator (denoted by \( \hat{\beta}_{1,N} \)) which is obtained using \( w_{i,g} \) with no additional adjustment, the estimator adjusted for the batch variable (denoted by \( \hat{\beta}_{1,BA} \)). Specifically for linear regression, we also consider the regression calibration estimator (denoted by \( \hat{\beta}_{1,RC} \)) and a “hybrid” estimator that further adjusts the conditional likelihood estimator through the regression calibration approach and is denoted by \( \hat{\beta}_{1,CR} \). Intuitively, the “hybrid” method may improve the performance of the conditional likelihood estimator in the presence of both batch-specific error (\( e_g \)) and measurement-specific error (\( \delta_{i,g} \)) in predictors. Of note, the regression calibration coefficient
λ cannot be estimated from the data in our simulation since there are no replicate/validation
data; as a result, λ is assumed to be known exactly and can be calculated by
the true variances, \( \sigma^2_x, \sigma^2_e \) and \( \sigma^2_\delta \). Thus, the standard error estimate for \( \hat{\beta}_{1,RC} \) is computed
using \( SE(\hat{\beta}_{1,N})/\lambda \), where \( SE(\hat{\beta}_{1,N}) \) is the standard error estimate of \( \hat{\beta}_1 \) obtained from the
naive approach and \( \lambda = \sigma^2_x/(\sigma^2_e + \sigma^2_\delta) \). To compute the standard error estimate for \( \hat{\beta}_{1,CL} \) in
linear models, we use Equation (8); along similar lines, the standard error estimate for \( \hat{\beta}_{1,CR} \)
is computed using \( SE(\hat{\beta}_{1,CL})/\lambda \), where \( SE(\hat{\beta}_{1,CL}) \) is the standard error estimate of \( \hat{\beta}_1 \)
obtained from our conditional likelihood method and \( \lambda = \sigma^2_x/(\sigma^2_e + \sigma^2_\delta) \). For each simulation
set-up, 500 Monte Carlo data sets are generated with the same number of batches as the
original one. The simulation results are summarized based on several measures: relative bias
(RB), mean of standard errors(SE), standard deviation of the parameter estimates (SD),
mean squared errors (MSE), and coverage rate of 95% confidence intervals (CR).

3.2. Simulation Results

For linear regression, \( \hat{\beta}_{1,BA} \) is the same as \( \hat{\beta}_{1,CL} \) and hence is omitted in Tables 1, 3 and 4. In all situations considered (Tables 1–4), the naive approach that does not adjust for
measurement error has the worst performance as evidenced by substantial bias and the worst
coverage rates that are well below the nominal level and, in particular, its point estimates
bias towards the null. The “gold standard” estimator \( \hat{\beta}_{1,G} \) using \( x \) without batch-specific
error as the predictor clearly performs the best with negligible bias and coverage rates close
to the nominal level.

Table 1 presents the simulation results for the cases where \( y \) is Gaussian and \( x \) is measured
with only the batch-specific error \( e_x \). It shows that \( \hat{\beta}_{1,CL} \) performs reasonably well when the
error distribution is Gaussian or log-normal. Its performance improves as the batch size
increases; in particular, when the batch size is generated from a Poisson distribution with \( \lambda = 10 \), its performance is comparable to that of \( \hat{\beta}_{1,G} \). On the other hand, the regression
calibration estimator \( \hat{\beta}_{1,RC} \) exhibits moderate to considerable bias, its coverage rate is well
below the nominal level, and its MSE is substantially larger than that of \( \hat{\beta}_{1,CL} \); its
performance deteriorates further when the error distribution is log-normal.

Table 2 provides the results for logistic regression. In all settings, the performance of \( \hat{\beta}_{1,CL} \)
is comparable to that of \( \hat{\beta}_{1,G} \); whereas \( \hat{\beta}_{1,N} \) performs the worst. In addition, \( \hat{\beta}_{1,BA} \), different
from \( \hat{\beta}_{1,CL} \), exhibits substantial bias when the batch size is small and considerable bias when
the batch size is moderate, and its bias is in the opposite direction of that of the naive
method.

Tables 3–4 summarize additional simulation results for the case of linear regression in the
presence of both batch-specific and measurement-specific error. In Table 3, \( x, e \) and \( \delta \) follow log-normal distributions. In each
table, three scenarios are evaluated, one with \( \sigma^2_e/(\sigma^2_x + \sigma^2_\delta) = 0.99 \), where batch-specific error is
the predominant source of error, and the other two with \( \sigma^2_e/(\sigma^2_x + \sigma^2_\delta) = 0.8 \) and
\( \sigma^2_e/(\sigma^2_x + \sigma^2_\delta) = 0.5 \), respectively, where the amount of measurement-specific error ranges from
moderate to considerable relative to batch-specific error. In all settings, again, the naive
estimator exhibits substantial bias and the regression calibration estimator exhibits moderate
to considerable bias and large MSE. \( \hat{\beta}_{1,CL} \) performs reasonably well when batch-specific error is the predominant source of error and when the error distribution is either normal or
log-normal; however, as the amount of measurement-specific error increases relative to
batch-specific error as represented in the last two scenarios, the performance of \( \hat{\beta}_{1,CL} \)
deteriorates and its bias becomes substantial. At the same time, the “hybrid” estimator
(\( \hat{\beta}_{1,CR} \)) exhibits negligible bias in all three scenarios (Tables 3 and 4); its overall
performance remains reasonably well when the error distribution is Gaussian, but the performance of its $SE$ and the resulting confidence interval deteriorates somewhat when the error distribution is log-normal (Table 4). In Tables 3 and 4, the performance of the regression calibration estimator, again, is not satisfactory in all scenarios.

In summary, when batch-specific error is the only source of error for $x$ or dominates measurement-specific error, the proposed conditional likelihood estimator $\hat{\beta}_{1,CL}$ performs substantially better than $\hat{\beta}_{1,N}$ and $\hat{\beta}_{1,RC}$ even if the error distribution is not Gaussian. However, its performance deteriorates in the presence of measurement-specific error in addition to batch-specific error. In the presence of both batch-specific and measurement-specific error, the “hybrid” estimator $\hat{\beta}_{1,CR}$ is preferred when the regression calibration coefficient is known or could be estimated by external or replicate data.

4. Data Example

We illustrate the proposed approach using the Markers of Adenomatous Polyps II (MAP II) study, a pilot case-control study [10, 11]. This study enrolls adult subjects without a history of previous colorectal adenoma for elective outpatient colonoscopy at a large private practice gastroenterology group to investigate possible biomarkers of risk for colorectal cancer. Biopsies from normal-appearing rectal mucosa for measurements of biomarkers were immunohistochemically processed. The subjects with adenoma are considered as cases ($y = 1$) and those without adenoma are considered controls ($y = 0$).

In this study, several plausible protein biomarkers that describe molecular phenotypes of the normal-appearing colorectal epithelium are developed and evaluated, e.g., TGF-$\alpha$. Tissue samples are first immunohistochemically processed to identify biomarkers and then biomarkers are measured along the length of colon crypts, microscopic structures in the colon mucosa, using quantitative image analysis. The mean labeling optical density (expression) of each biomarker for each participant is calculated by summing the biomarker expression for all analyzed crypts and dividing by the total number of analyzed crypts. Due to limitation of the staining process, only 40 tissue samples can be processed at the same time in one batch. It is well known that measurement error in such experiments is primarily the result of the immunohistochemical process, which is affected by the lab/experiment conditions; since these conditions likely remain stable within each batch, it is reasonable to assume that measurement error in these biomarker measurements is predominantly batch-specific.

In our analysis, we consider one biomarker, TGF-$\alpha$, as the predictor of interest and we are interested in assessing its association with the outcome of interest, i.e., the case/control status, through logistic regression. A total of 31 cases and 31 controls from 13 batches are used in the data analysis. For TGF-$\alpha$, the biomarker values range from 0.98 to 760.78, and the mean for each batch ranges from 21.67 to 580.01. More importantly, variation observed between batches is substantially larger than variation observed within each batch, indicating that batch-specific error is likely present. We analyze the data using the proposed conditional likelihood approach as well as the naive method without adjustment for measurement error and the logistic regression model with batch as a categorical covariate. Of note, as a result of lack of replicate/validation data, the regression calibration method and the “hybrid” method are not applicable in this data analysis.

Table 5 summarizes the results for the MAP II study. The association between the case/control status and the biomarker TGF-$\alpha$ value is statistically significant based on the results using the proposed CL method as well as the BA method. However, the BA method results in $OR$ that is further away from the null ($OR = 1$) and larger $SE$ compared to the CL method, which is consistent with the simulation results. On the other hand, when using the naive
method without adjustment for measurement error, the estimated association is not statistically significant. The results again suggest that batch-specific error biases the regression coefficient estimate towards the null, illustrating the importance of adjusting for batch in the analysis or, perhaps, otherwise in the design.

5. Discussion

We propose a conditional likelihood approach for assessing associations between an outcome of interest and biomarkers measured with batch-specific error and demonstrate its usefulness and validity via theoretical arguments and numerical studies. The proposed approach yields consistent estimators without the need of correctly specifying the distribution of batch-specific error. As shown in simulations, the conditional likelihood estimator in most cases performs nearly as well as the “gold standard” estimator where no measurement error occurs. It is noted that in the case of linear regression the conditional likelihood approach is equivalent to the regression approach with batch as a categorical covariate, but this result does not hold in general for all generalized linear models. In the case of logistic regression, our simulation shows that the proposed method performs considerably better than the regression approach with batch as a categorical covariate when the batch size is small or moderate. Furthermore, as suggested by one reviewer, additional simulation studies are performed to investigate a regression approach that includes batch as random effect and this approach is shown to exhibit substantial bias and underperform the proposed conditional likelihood approach.

In this article, we formulate our approach under the framework of generalized linear models, assuming that batch effect is additive and the predominant source of error; in practice, caution is needed when using this method. For example, polynomial terms could be considered in regression models; measurement error may be multiplicative, in which case log-transformation may be needed. Furthermore, in the presence of measurement error from multiple sources (e.g., batch-specific and measurement-specific error) some “hybrid” approach may be preferred. For example, in the presence of both batch-specific and measurement-specific error as described in our simulations, one could use the “hybrid” estimator $\hat{\beta}_{1,CR}$, a conditional likelihood estimator that is further adjusted by regression calibration; however, to perform this adjustment in practice, the variance of measurement-specific error needs to be estimated from either within-batch replicate data or external validation data. The validity and operating characteristics of the “hybrid” approach need to be investigated further in future research.
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### Appendix A

For a generalized linear model, we here derive an expression for the conditional likelihood given the group-specific sum $y_{\cdot,g}$. For simplicity, we temporarily drop the subscript $g$, and consider the following change of variables: $s_1 = y_{\cdot}$, and $s_j = y_j$ for $j = 2, \ldots, n$. The inverse transformation is $y_1 = s_1 - s_2 - \ldots - s_n$; and $y_j = s_j$ for $j = 2, \ldots, n$. The determinant of the Jacobian is 1. We take $f_j(s_j)$ as the density function of $s_j$ with respect to the dominating measure $\zeta$, where $\zeta$ is Lebesgue measure on $\mathbb{R}$ or counting measure on $\mathbb{N}$.

In general, the change of variable technique implies that the distribution of $s_1 = y_{\cdot}$ is given by:

$$L_{s_1} = \int \cdots \int f_1(s_1 - s_2 - \ldots - s_n) f_2(s_2) \cdots f_n(s_n) d\zeta(s_2) \cdots d\zeta(s_n) \quad (8)$$

Here the integration is over the collection of all $s_2, s_3, \ldots, s_n$ such that would be in the range of permitted values for $y_1$. The expression (8) for the exponential family is given by:

$$L_{s_1} = \int \cdots \int \left\{ \exp \left[ (\alpha + \beta'(w_1 - \varepsilon)(s_1 - \sum_{j=2}^n s_j) - b(\alpha + \beta'(w_1 - \varepsilon))/\alpha_{\theta} + c_\theta(s_1 - \sum_{j=2}^n s_j) \right] \right\} d\zeta(s_2) \cdots d\zeta(s_n) \quad (9)$$
The terms \((\alpha + \beta e)s_j\) for \(j = 2, \ldots, n\) are canceled from expression (9) leaving after rearrangement:

\[
L_{s_i} = \int \cdots \int \left\{ \exp \left[ (\alpha + \beta (w_1 - e)s_1 - b(\alpha + \beta (w_1 - e))) / (\alpha_\phi + c_\phi (s_1 - \sum_{j=2}^n s_j)) \right] 
\times \exp \left[ \sum_{j=2}^n (\alpha + \beta (w_j - w_1)s_j - b(\alpha + \beta (w_j - e))) / (\alpha_\phi + c_\phi (s_j)) \right] \right\} d\zeta(s_2) \cdots d\zeta(s_n)
\]

(10)

Now the desired conditional likelihood is the ratio of expression (3) in the main text after the change of variables divided by expression (10). In this ratio, the terms involving \(b(\alpha + \beta (w_j - e))\) appear as factors, and can be canceled from numerator and denominator. Canceling these common terms gives the contribution to the likelihood from group \(g\):

\[
L_c = \frac{\exp \left[ (\beta'(w_1 - e)y_i) / (\alpha_\phi + c_\phi (y_i - \sum_{j=2}^n y_j) + \sum_{j=2}^n (\beta'(w_j - w_1)y_j) / (\alpha_\phi + c_\phi (y_j)) \right]}{\int \cdots \int \left\{ \exp \left[ (\beta'(w_1 - e)s_1) / (\alpha_\phi + c_\phi (s_1 - \sum_{j=2}^n s_j) + \sum_{j=2}^n (\beta'(w_j - w_1)s_j) / (\alpha_\phi + c_\phi (s_j)) \right] \right\} d\zeta(s_2) \cdots d\zeta(s_n)}
\]

(11)

Now the coefficient of \(e\) in the numerator is \(\beta' \sum_{j=1}^n y_j / \alpha_\phi\), and remembering that \(s_1 = y\) and that integration is not over \(s_1\), we see that the last term involving the unknown \(e\) cancels from numerator and denominator leaving, after restoring the dependency on \(g\):

\[
L_{c,g} = \frac{\exp \left[ (\beta'(w_{1,g}y_{1,g}) / (\alpha_\phi + c_\phi (y_{1,g} - \sum_{j=2}^n y_{j,g}) + \sum_{j=2}^n (\beta'(w_{j,g} - w_{1,g})y_{j,g}) / (\alpha_\phi + c_\phi (y_{j,g})) \right]}{\int \cdots \int \left\{ \exp \left[ (\beta'(w_{1,g}s_{1,g}) / (\alpha_\phi + c_\phi (s_{1,g} - \sum_{j=2}^n s_{j,g}) + \sum_{j=2}^n (\beta'(w_{j,g} - w_{1,g})s_{j,g}) / (\alpha_\phi + c_\phi (s_{j,g})) \right] \right\} d\zeta(s_{2,g}) \cdots d\zeta(s_{n,g})}
\]

(12)

The conditional likelihood is then:

\[
L_c = \prod_{g=1}^G L_{c,g}
\]

(13)

To obtain the parameter estimates based on (13), the key step is to calculate the integral in the denominator of (12). A close form of this integral can be obtained in linear regression as indicated in Section 2.2, but it is more involved to compute this integral for other GLMs. Numerical evaluation of the integral can be performed for discrete outcomes and a Gauss-Hermite quadrature method can be used to approximate the integral numerically for continuous outcomes.

**Appendix B**

For the Binomial models with batch as a discrete covariate, we know the log-likelihood is
\[
l(\beta) = \sum_{g=1}^{G} \sum_{i=1}^{n_g} \left[ y_{i,g} \log(\pi_{i,g}) + (1-y_{i,g}) \log(1-\pi_{i,g}) \right] \quad (14)
\]

where \( \pi_{i,g} = \frac{\exp(\beta_{0,g} + \beta_{1,g}x_{i})}{1 + \exp(\beta_{0,g} + \beta_{1,g}x_{i})} \). Thus, for \( g = 1, 2, \ldots, G \), we get the score equation

\[
\frac{\partial l}{\partial \beta_{0,g}} = \sum_{i=1}^{n_g} \left\{ \frac{y_{i,g}}{1 + \exp(\beta_{0,g} + \beta_{1,g}x_{i,g})} - \frac{(1-y_{i,g})\exp(\beta_{0,g} + \beta_{1,g}x_{i,g})}{1 + \exp(\beta_{0,g} + \beta_{1,g}x_{i,g})} \right\} = 0
\]

Thus, from (15), we can get that

\[
\exp(\beta_{0,g}) = \frac{\sum_{i=1}^{n_g} y_{i,g}}{\sum_{i=1}^{n_g} \exp(\beta_{1,g}x_{i,g})(1-y_{i,g})} \quad (15)
\]

Similarly, for the parameter \( \beta_{1,g} \), we can get the partial score

\[
\frac{\partial l}{\partial \beta_{1,g}} = \sum_{g=1}^{G} \sum_{i=1}^{n_g} \left\{ \frac{y_{i,g}x_{i}}{1 + \exp(\beta_{0,g} + \beta_{1,g}x_{i,g})} - \frac{(1-y_{i,g})\exp(\beta_{0,g} + \beta_{1,g}x_{i,g})x_{i,g}}{1 + \exp(\beta_{0,g} + \beta_{1,g}x_{i,g})} \right\}
\]

Thus, from (16), we can get that

\[
\sum_{g=1}^{G} \sum_{i=1}^{n_g} y_{i,g}x_{i,g} - \sum_{g=1}^{G} \sum_{i=1}^{n_g} \left\{ \exp(\beta_{0,g} + \beta_{1,g}x_{i,g})(1-y_{i,g})x_{i,g} \right\} = 0 \quad (16)
\]

Plug the results from (15) into (16), we have

\[
\sum_{g=1}^{G} \sum_{i=1}^{n_g} y_{i,g}x_{i,g} - \left( \sum_{g=1}^{G} \sum_{i=1}^{n_g} y_{i,g} \exp(\beta_{1,g}x_{i,g})(1-y_{i,g})x_{i,g} \right) = 0 \quad (17)
\]

Then the estimate of the parameters \( \beta_{1,g} \) can be solved from Equation (17).
Table 1

Linear regression model with true $\beta_1 = 1$ and additive error, $W_{i,g} = x_{i,g} + \epsilon_g$. $N = 30$ batches.

<table>
<thead>
<tr>
<th>Poisson parameter $\lambda = 5$</th>
<th>Poisson parameter $\lambda = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RB$ (%)</td>
<td>$SE$</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-----</td>
</tr>
<tr>
<td>$x_{i,g} \sim N(0, \sigma_x^2)$ and $\epsilon_g \sim N(0, \sigma_\epsilon^2)$ with $\sigma_x^2 = 1$ and $\sigma_\epsilon^2 = 1$</td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_{1,G}$</td>
<td>$-0.07$</td>
</tr>
<tr>
<td>$\hat{\beta}_{1,N}$</td>
<td>$-48.8$</td>
</tr>
<tr>
<td>$\hat{\beta}_{1,CL}$</td>
<td>$0.12$</td>
</tr>
<tr>
<td>$\hat{\beta}_{1,RC}$</td>
<td>$2.3$</td>
</tr>
</tbody>
</table>

$log(x_{i,g}) \sim N(1, \sigma_x^2)$ and $log(\epsilon_g) \sim N(1, \sigma_\epsilon^2)$ with $\sigma_x^2 = 1$ and $\sigma_\epsilon^2 = 1$

<table>
<thead>
<tr>
<th>$RB$ (%)</th>
<th>$SE$</th>
<th>$SD$</th>
<th>$MSE$</th>
<th>$CR$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_{1,G}$</td>
<td>$-0.09$</td>
<td>$0.087$</td>
<td>$0.093$</td>
<td>$0.093$</td>
</tr>
<tr>
<td>$\hat{\beta}_{1,N}$</td>
<td>$-44.1$</td>
<td>$0.074$</td>
<td>$0.192$</td>
<td>$0.481$</td>
</tr>
<tr>
<td>$\hat{\beta}_{1,CL}$</td>
<td>$0.09$</td>
<td>$0.084$</td>
<td>$0.104$</td>
<td>$0.104$</td>
</tr>
<tr>
<td>$\hat{\beta}_{1,RC}$</td>
<td>$11.7$</td>
<td>$0.149$</td>
<td>$0.383$</td>
<td>$0.401$</td>
</tr>
</tbody>
</table>

$RB$, relative bias; $SE$, mean of standard errors; $SD$, standard deviation of parameter estimates; $MSE$, mean squared errors; $CR$, coverage rate of 95% confidence intervals.
Logistic regression model with true $\beta_1 = 1$ and additive error, $W_{i,g} = x_{i,g} + e_g$. $N = 30$ batches.

<table>
<thead>
<tr>
<th>Poisson parameter $\lambda = 5$</th>
<th>Poisson parameter $\lambda = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$RB$ (%)</td>
</tr>
<tr>
<td>$x_{i,g} \sim N(\lambda, \sigma_{x_i}^2)$ and $e_g \sim N(0, \sigma_{e_g}^2)$ with $\sigma_{x_i}^2 = 1$ and $\sigma_{e_g}^2 = 1$</td>
<td>$\hat{\beta}_{1,G}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{\beta}_{1,N}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{\beta}_{1,CL}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{\beta}_{1,BA}$</td>
</tr>
<tr>
<td></td>
<td>$\log(x_{i,g}) \sim N(1, \sigma_{x_i}^2)$ and $\log(e_g) \sim N(1, \sigma_{e_g}^2)$ with $\sigma_{x_i}^2 = 1$ and $\sigma_{e_g}^2 = 1$</td>
</tr>
<tr>
<td></td>
<td>$\hat{\beta}_{1,N}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{\beta}_{1,CL}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{\beta}_{1,BA}$</td>
</tr>
</tbody>
</table>

$RB$, relative bias; $SE$, mean of standard errors; $SD$, standard deviation of parameter estimates; $MSE$, mean squared errors; $CR$, coverage rate of 95% confidence intervals.
Table 3

Linear regression model with true $\beta_1 = 1$ and additive error, $W_{i,g} = x_{i,g} + \varepsilon_g + \delta_{i,g} \sim N(0, \sigma^2_\varepsilon)$ with $\sigma^2_\varepsilon = 1; \varepsilon_g \sim N(0, \sigma^2_\delta)$ with $\sigma^2_\varepsilon = 1; \delta_{i,g} \sim N(0, \sigma^2_\delta)$. $N = 30$ batches.

<table>
<thead>
<tr>
<th>Poisson parameter $\lambda = 5$</th>
<th>Poisson parameter $\lambda = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RB$</td>
<td>$SE$</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>$\beta_{1,G}$</td>
<td>$-0.6$</td>
</tr>
<tr>
<td>$\beta_{1,N}$</td>
<td>$-48.6$</td>
</tr>
<tr>
<td>$\beta_{1,CL}$</td>
<td>$1.5$</td>
</tr>
<tr>
<td>$\beta_{1,CR}$</td>
<td>$-0.5$</td>
</tr>
<tr>
<td>$\beta_{1,RC}$</td>
<td>$3.4$</td>
</tr>
</tbody>
</table>

$\sigma^2_\varepsilon/(\sigma^2_\varepsilon + \sigma^2_\delta) = 0.99, \sigma^2_\delta = 0.01$

| $\beta_{1,G}$ | $-0.6$ | $0.083$ | $0.088$ | $0.088$ | $94.2$ | $-0.5$ | $0.058$ | $0.056$ | $0.056$ | $94.0$ |
| $\beta_{1,N}$ | $-54.4$ | $0.069$ | $0.084$ | $0.550$ | $0.0$ | $-53.9$ | $0.048$ | $0.072$ | $0.544$ | $0.0$ |
| $\beta_{1,CL}$ | $-20.6$ | $0.083$ | $0.094$ | $0.227$ | $32.2$ | $-20.6$ | $0.061$ | $0.059$ | $0.214$ | $7.2$ |
| $\beta_{1,CR}$ | $-0.8$ | $0.104$ | $0.117$ | $0.117$ | $91.0$ | $-0.8$ | $0.077$ | $0.073$ | $0.074$ | $96.4$ |
| $\beta_{1,RC}$ | $2.6$ | $0.156$ | $0.188$ | $0.190$ | $89.6$ | $3.6$ | $0.109$ | $0.162$ | $0.166$ | $80.0$ |

| $\sigma^2_\varepsilon/(\sigma^2_\varepsilon + \sigma^2_\delta) = 0.8, \sigma^2_\delta = 0.25$ |
|--------------------------------|---------------------------------|
| $\beta_{1,G}$ | $-0.6$ | $0.083$ | $0.088$ | $0.088$ | $94.2$ | $-0.5$ | $0.058$ | $0.056$ | $0.056$ | $94.0$ |
| $\beta_{1,N}$ | $-54.4$ | $0.069$ | $0.084$ | $0.550$ | $0.0$ | $-53.9$ | $0.048$ | $0.072$ | $0.544$ | $0.0$ |
| $\beta_{1,CL}$ | $-20.6$ | $0.083$ | $0.094$ | $0.227$ | $32.2$ | $-20.6$ | $0.061$ | $0.059$ | $0.214$ | $7.2$ |
| $\beta_{1,CR}$ | $-0.8$ | $0.104$ | $0.117$ | $0.117$ | $91.0$ | $-0.8$ | $0.077$ | $0.073$ | $0.074$ | $96.4$ |
| $\beta_{1,RC}$ | $2.6$ | $0.156$ | $0.188$ | $0.190$ | $89.6$ | $3.6$ | $0.109$ | $0.162$ | $0.166$ | $80.0$ |

| $\sigma^2_\varepsilon/(\sigma^2_\varepsilon + \sigma^2_\delta) = 0.5, \sigma^2_\delta = 1$ |
|--------------------------------|---------------------------------|
| $\beta_{1,G}$ | $-0.6$ | $0.083$ | $0.088$ | $0.088$ | $94.2$ | $-0.5$ | $0.058$ | $0.056$ | $0.056$ | $94.0$ |
| $\beta_{1,N}$ | $-66.2$ | $0.062$ | $0.067$ | $0.067$ | $0.0$ | $-65.9$ | $0.043$ | $0.053$ | $0.661$ | $0.0$ |
| $\beta_{1,CL}$ | $-50.4$ | $0.073$ | $0.082$ | $0.511$ | $0.0$ | $-50.4$ | $0.054$ | $0.053$ | $0.507$ | $0.0$ |
| $\beta_{1,CR}$ | $-0.8$ | $0.146$ | $0.164$ | $0.164$ | $92.2$ | $-0.9$ | $0.108$ | $0.106$ | $0.106$ | $92.2$ |
| $\beta_{1,RC}$ | $1.3$ | $0.185$ | $0.200$ | $0.200$ | $93.6$ | $2.3$ | $0.130$ | $0.159$ | $0.160$ | $88.4$ |

$RB$, relative bias; $SE$, mean of standard errors; $SD$, standard deviation of parameter estimates; $MSE$, mean squared errors; $CR$, coverage rate of 95% confidence intervals.
Table 4

Linear regression model with true $\beta_1 = 1$ and additive error, $W_{ig} = x_{ig} + \epsilon_g + \delta_{ig}$; $log(x_{ig}) \sim N(1, \sigma^2_x)$ with $\sigma^2_x = 1; log(\epsilon_g) \sim N(1, \sigma^2_{\epsilon})$. $N = 30$ batches.

<table>
<thead>
<tr>
<th></th>
<th>Poisson parameter $\lambda = 5$</th>
<th>Poisson parameter $\lambda = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$RB$ (%)</td>
<td>SE</td>
</tr>
<tr>
<td>$\sigma^2_x/(\sigma^2_x + \sigma^2_{\epsilon}) = 0.99, \sigma^2_{\epsilon} = 0.01$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_G$</td>
<td>-0.1</td>
<td>0.087</td>
</tr>
<tr>
<td>$\hat{\beta}_N$</td>
<td>-44.9</td>
<td>0.074</td>
</tr>
<tr>
<td>$\hat{\beta}_{CL}$</td>
<td>-1.2</td>
<td>0.090</td>
</tr>
<tr>
<td>$\hat{\beta}_{LR}$</td>
<td>-0.2</td>
<td>0.091</td>
</tr>
<tr>
<td>$\hat{\beta}_{RC}$</td>
<td>10.7</td>
<td>0.149</td>
</tr>
<tr>
<td>$\sigma^2_x/(\sigma^2_x + \sigma^2_{\epsilon}) = 0.8, \sigma^2_{\epsilon} = 0.25$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_G$</td>
<td>-0.1</td>
<td>0.087</td>
</tr>
<tr>
<td>$\hat{\beta}_N$</td>
<td>-52.3</td>
<td>0.071</td>
</tr>
<tr>
<td>$\hat{\beta}_{CL}$</td>
<td>-22.1</td>
<td>0.086</td>
</tr>
<tr>
<td>$\hat{\beta}_{LR}$</td>
<td>-2.6</td>
<td>0.107</td>
</tr>
<tr>
<td>$\hat{\beta}_{RC}$</td>
<td>7.3</td>
<td>0.159</td>
</tr>
<tr>
<td>$\sigma^2_x/(\sigma^2_x + \sigma^2_{\epsilon}) = 0.5, \sigma^2_{\epsilon} = 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_G$</td>
<td>-0.1</td>
<td>0.087</td>
</tr>
<tr>
<td>$\hat{\beta}_N$</td>
<td>-65.2</td>
<td>0.063</td>
</tr>
<tr>
<td>$\hat{\beta}_{CL}$</td>
<td>-50.4</td>
<td>0.074</td>
</tr>
<tr>
<td>$\hat{\beta}_{LR}$</td>
<td>-0.8</td>
<td>0.149</td>
</tr>
<tr>
<td>$\hat{\beta}_{RC}$</td>
<td>4.5</td>
<td>0.189</td>
</tr>
</tbody>
</table>

$RB$, relative bias; $SE$, mean of standard errors; $SD$, standard deviation of parameter estimates; $MSE$, mean squared errors; $CR$, coverage rate of 95% confidence intervals.
Table 5

The results for the MAP II study. *N*, the naive method that does not adjust for measurement error; *CL*, the proposed conditional likelihood approach; *BA*, the logistic regression including batch as a categorical covariate. *SE*, standard error; *OR*, odds ratio for 10-unit change in TGF-α; *p*-value, based on likelihood ratio tests.

<table>
<thead>
<tr>
<th></th>
<th>10 × ( \hat{\beta} ) (SE)</th>
<th>OR</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>(-0.027(0.020))</td>
<td>0.973</td>
<td>0.321</td>
</tr>
<tr>
<td>( CL )</td>
<td>(-0.077(0.040))</td>
<td>0.926</td>
<td>0.027*</td>
</tr>
<tr>
<td>( BA )</td>
<td>(-0.096(0.044))</td>
<td>0.908</td>
<td>0.025*</td>
</tr>
</tbody>
</table>

*:significant at 0.05 level