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Abstract

Synesthesia is a phenomenon in which an experience in one domain is accompanied by an involuntary secondary experience in another, unrelated domain; in classical synesthesia, these associations are arbitrary and idiosyncratic. Cross-modal correspondences refer to universal associations between seemingly unrelated sensory features, e.g., auditory pitch and visual size. Some argue that these phenomena form a continuum, with classical synesthesia being an exaggeration of universal cross-modal correspondences, whereas others contend that the two are quite different, since cross-modal correspondences are non-arbitrary, non-idiosyncratic, and do not involve secondary experiences. Here, we used the implicit association test to compare synesthetes’ and non-synesthetes’ sensitivity to cross-modal correspondences. We tested the associations between auditory pitch and visual elevation, auditory pitch and visual size, and sound-symbolic correspondences between auditory pseudowords and visual shapes. Synesthetes were more sensitive than non-synesthetes to cross-modal correspondences involving sound-symbolic, but not low-level sensory, associations. We conclude that synesthesia heightens universally experienced cross-modal correspondences, but only when these involve sound symbolism. This is only partly consistent with the idea of a continuum between synesthesia and cross-modal correspondences, but accords with the idea that synesthesia is a high-level, post-perceptual phenomenon, with spillover of the abilities of synesthetes into domains outside their synesthesias. To our knowledge, this is the first demonstration that synesthetes, relative to non-synesthetes, experience stronger cross-modal correspondences outside their synesthetic domains.

GRAPHICAL ABSTRACT

We tested the idea that there is a continuum between synesthesia and crossmodal correspondences using the Implicit Association Test. We show that synesthetes experience stronger sound-symbolic, but not low-level sensory, crossmodal correspondences compared to non-synesthetes. This is consistent with the view of synesthesia as a high-level post-perceptual phenomenon distinct from crossmodal correspondences, but only partially consistent with the continuum hypothesis.
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INTRODUCTION

Synesthesia is characterized by the accompaniment of an experience in one domain by an involuntary, secondary experience in another, unrelated domain (Eagleman et al., 2007; Ward, 2013). In classical synesthesia, these associations are both arbitrary and idiosyncratic (Ward, 2013; Deroy & Spence, 2013). Cross-modal correspondences refer to near-universally experienced associations between seemingly unrelated sensory features: e.g., auditory stimuli of high and low pitch match with visual stimuli of high and low spatial elevation, respectively (Spence, 2011). A special class of cross-modal correspondences is termed sound-symbolic: e.g., when matching auditorily-presented pseudowords with visual shapes, the pseudowords “takete” and “maluma” are associated with pointed and rounded shapes, respectively (Köhler, 1929, 1947).

Some hold that classical synesthesia represents one end of a continuum of the strength of cross-modal correspondences (Martino & Marks, 2001; Marks & Mulvenna, 2013) while others argue against such a continuum since cross-modal correspondences are non-arbitrary, non-idiosyncratic, and do not involve secondary experiences (Deroy & Spence, 2013, 2015). Reports that non-synesthetes make non-random grapheme-color associations, some of which accord with those observed in synesthetes (Simner et al., 2005), and that specific grapheme-color associations can be acquired by non-synesthetes through learning (Colizoli et al., 2012; Bor et al., 2014), support the continuum concept. On the other hand, evidence that synesthesia has a genetic basis (Barnett et al., 2008; Mitchell, 2011; Newell & Mitchell, 2015) implies that synesthetic experiences may have a different basis from the near-universal cross-modal correspondences experienced by synesthetes and non-synesthetes alike. Previous research using cross-modal illusions is inconclusive with respect to this debate, with one study showing that synesthetes and non-synesthetes are equally susceptible (Whittingham et al., 2014); another that synesthetes are less susceptible, i.e. they demonstrated reduced audio-visual integration (Neufeld et al., 2012); and a third finding that synesthetes were more susceptible (Brang et al., 2012).

Here, we compared synesthetes’ and non-synesthetes’ sensitivity to cross-modal correspondences using the implicit association test (IAT: Greenwald et al., 1998; Parise & Spence, 2012) in order to test the hypothesis that synesthesia represents one end of a continuum of the strength of cross-modal correspondences. Originally devised as a test of social attitudes (Greenwald et al., 1998), the IAT has been successfully used to test the very different associations involved in cross-modal correspondences (Parise & Spence, 2012). The underlying principle is the same: response times (RTs) are faster if the stimuli assigned to a particular key are congruent and slower if they are incongruent (Greenwald et al., 1998; Parise & Spence, 2012). The advantage of the IAT for testing cross-modal correspondences is that presenting each stimulus in isolation rules out the possibility that RTs are slower for incongruent pairings because of selective attention effects (Parise & Spence, 2012). If
synesthesia and cross-modal correspondences are fundamentally different (Deroy & Spence, 2013, 2015), then congruency effects should be similar in synesthetes and non-synesthetes. If, however, synesthesia and cross-modal correspondences form a continuum, then synesthetes should exhibit larger congruency effects than non-synesthetes, i.e., synesthetes should respond faster on congruent trials and/or slower on incongruent trials.

**METHODS**

**Participants**

Thirty-eight people took part in response to flyers posted around the Emory University campus soliciting both people who knew, or thought, they were synesthetic and those who knew they were not; respondents were predominantly students. Seventeen participants (5 male, 12 female; mean age 25 years, 2 months) were confirmed as synesthetes using the online Synesthesia Battery (SB: Eagleman et al., 2007). The SB essentially tests the consistency of associations for a number of synesthesias (to the extent possible online): scores < 1.0 are considered to indicate synesthesia while scores > 2.0 indicate the absence of synesthesia. SB scores between 1.0 and 2.0 are considered inconclusive; therefore three individuals (2 male, 1 female) with intermediate scores in this range were excluded from analysis. The SB responses showed that the primary synesthesias in the synesthete group were grapheme-color (n=6), involving letters (including one for the Greek alphabet), numbers, or both; month-color (n=5); musical instrument-color (n=3); sequence-space (n=2) for months, days, and a number line; and personality-color (n=1). Fourteen synesthetes were associators, who experience their concurrents in the ‘mind’s eye’, and 3 were projectors, who experience their concurrents in external space (Dixon et al., 2004). Nine individuals reported secondary synesthesias. Non-synesthetic controls were also recruited, including individuals who self-identified as synesthetic but who had SB scores > 2.0 (n=3), giving a control group of 18 (9 male, 9 female; mean age 22 years, 11 months. The control and synesthete groups were not significantly different in age (t(1,32) = .6, p = .5). All participants provided written informed consent and were compensated for their time. All procedures were approved by the Emory University Institutional Review Board.

**Stimuli**—We tested the cross-modal correspondences between high/low pitch and high/low visual spatial position, high/low pitch and small/large visual size, and a form of sound symbolism in which the two-syllable (auditorily presented) pseudowords “lomo” and “kike” (/lomo/ ; /kike/) were associated with (visually presented) rounded and pointed shapes, respectively (Figure 1). The pseudowords we used, as well as the visual shapes they were paired with, lie near the ends of the pointed-rounded dimension in each modality based on empirical ratings (McCormick et al., 2015; S. List, unpublished thesis: Emory University). The pseudowords each contained a repetition of either a consonant- or vowel-sound but not both.

The pseudowords “lomo” and “kike” (/lomo/ ; /kike/) were digitally recorded (female voice) using Audacity v2.0.1 (Audacity Team, 2012) using a SHURE 5115D microphone and an EMU 0202 USB external sound card at a 44.1kHz sampling rate. These recordings were then processed in Audacity, using standard tools and default settings for sound amplification,
removal of noise, and finally, high- and low-pass filtering to remove ambient noise. Stimulus duration was .5 s for “kike” and .6 s for “lomo”. The rounded and pointed shapes were presented as black line drawings in a grey square on an otherwise black background (Figure 1). The shapes each subtended approximately 4.5° × 4.5° of visual angle (all visual angle measurements are for a viewing distance of approximately 60cm).

The high- (1440 Hz) and low- (180 Hz) pitched tones were generated using Audacity v2.0.1 and each lasted 1 s. The size stimuli were two white circles presented on a black background; the small circle subtended 1°, and the large circle 2.5°, of visual angle (Figure 1). The visual elevation stimulus consisted of 2 white squares of 1° side, diagonally offset and flipping horizontally at 4Hz to give a ‘checkerboard’ effect, presented on a black background at 5° above or below a central fixation cross. Some studies used dynamic pitch-elevation stimuli, i.e. ascending-descending visual dots and auditory scales (e.g., Walker et al., 2010; Lewkowicz & Minar, 2014) because these made high/low information directly available in the stimulus. However, these are not necessary to demonstrate correspondences and, in common with other studies (e.g., Ben-Artzi & Marks, 1995; Bernstein & Edelstein, 1971; Evans & Treisman, 2010; Melara, 1989; Melara & O’Brien, 1987; Miller, 1991; O’Leary & Rhodes, 1984; Patching & Quinlan, 2002), our single tones and dots were static. While this meant that high/low pitch/elevation and large/small size stimuli were all relative to each other, the use of practice trials (see below) enabled participants to clearly differentiate between high/low and large/small.

**Procedure**—Before the main experiment started, each participant listened to the high-pitched tone at a range of amplitudes and selected the loudest tone that was still comfortable. This high-pitched tone was then compared to a range of low-pitched tones similarly varying in amplitude; participants selected the low tone that they perceived as matching the high tone in loudness. The main IAT experiment was presented via Presentation software (Neurobehavioral Systems Inc., Albany CA) which also recorded RTs. In the IAT, participants were instructed to associate pairs of stimuli with one of two response keys (the ‘left’ and ‘right’ arrow keys on a normal US ‘QWERTY’ keyboard). The pairs always consisted of one auditory and one visual stimulus and, in separate blocks of trials, were either congruent or incongruent. For example, Figure 1 shows that for the pseudoword-shape correspondence, the congruent pairs were “lomo”/rounded shape (both to be associated with the left arrow key) and “kike”/pointed shape (associated with the right arrow key) and the incongruent pairs were “lomo”/pointed shape (left arrow key) and “kike”/rounded shape (right arrow key). However, each stimulus was presented in isolation, i.e. a trial consisted either of an auditory presentation (“lomo” or “kike”) or a visual presentation (rounded or pointed shape) and participants were asked to respond as quickly as possible. The pitch-elevation and pitch-size stimuli were similarly paired (see Figure 1).

Each cross-modal correspondence was tested in two runs, each run comprising 96 trials divided into a block of 48 congruent trials followed by a block of 48 incongruent trials, or vice versa, for a total of 192 trials across the two runs. Each block of a run was preceded by an instruction screen describing the response key associations to be used and by 12 practice trials (not included in the analysis) with on-screen feedback as to accuracy (for the practice trials only). Within each run, half the trials were auditory (high/low pitch or lomo/kike) and
half were visual (high/low position, small/large size, or rounded/pointed shape), split evenly between congruent and incongruent trials. Trials consisted of a blank 1000ms followed by either a visual or an auditory stimulus for 1000ms (except for the pseudowords which occupied 500ms or 600 ms, see above) and were terminated either by the participant pressing a response key or automatically 3500ms after stimulus onset. RTs were measured from stimulus onset. The length of each active block thus varied between participants but was a maximum of 330s. All participants were tested on both runs for all correspondences. The order in which the correspondences were presented and the order of the two runs were counterbalanced as far as possible across participants; the two runs for each correspondence were completed before moving on to the next. Following completion of the IAT, all participants completed the SB (Eagleman et al., 2007) to assess their synesthetic status. We chose this order because, if the continuum hypothesis were correct, running the SB first might have primed performance on the IAT.

Data from one control participant were excluded from analysis because of a high proportion (> 24%) of incorrect responses for each of the cross-modal correspondences. Analyses were based only on correct responses (95.8% of the total responses) and excluding RTs more than 3 standard deviations from the individual means for each run (1.4% of the total correct responses). The congruency effect was calculated as:

\[
((\text{incongruent RT} - \text{congruent RT})/\text{incongruent RT}) \times 100 \quad \text{Equation 1}
\]

We used this as a measure of participants’ sensitivity to cross-modal correspondences, i.e. how much faster they responded to congruent trials compared to incongruent trials. Data were initially analyzed in a global RM-ANOVA with the congruency effect as the dependent variable; between-group factor: presence/absence of synesthesia (synesthetes, controls) and within-group factors: correspondence type (pitch-size, pitch-elevation, pseudoword-shape) and modality (auditory, visual).

**RESULTS**

A global repeated-measures ANOVA (RM-ANOVA) showed that synesthetes had larger congruency effects than non-synesthetes (\(F_{1,32} = 6.9, p = .013, \eta^2 = .2\)). There was a main effect of correspondence type (\(F_{2,64} = 3.3, p = .04, \eta^2 = .09\)), with larger congruency effects for pitch-elevation (mean ± sem 17.9±2.5) and pseudoword-shape (15.4±3.0) than for pitch-size (9.3±2.9) although post-hoc t-tests showed that none of these differences was significant (Bonferroni-corrected \(\alpha = .016\): all \(t_{33} > -1.6, \text{all } p > .02\)). There was a significant interaction between synesthesia and correspondence type (\(F_{2,64} = 3.3, p = .04, \eta^2 = .1\)). Analysis of this interaction using separate RM-ANOVAs for each correspondence (Bonferroni-corrected \(\alpha = .016\)) showed that synesthetes were more sensitive than non-synesthetes to the pseudoword-shape correspondence (\(F_{1,32} = 15.3, p = .001, \eta^2 = .3\); but not the pitch-size or pitch-elevation correspondences (both \(F_{1,32} < .7, p > .4\) (Figure 2). Inspection of the absolute data showed that RTs were faster for congruent than incongruent trials in both modalities and for all three correspondences for both synesthetes and non-synesthetes. However, for the non-synesthetes, this difference was only significant for pitch-
elevation (Bonferroni-corrected \( \alpha = .008 \); auditory \( t_{16} = -4.0, p = .001 \); visual \( t_{16} = -3.2, p = .006 \), while for synesthetes this difference was significant for both pitch-elevation (auditory \( t_{16} = -3.4, p = .004 \); visual \( t_{16} = -3.8, p = .002 \) and pseudoword-shape (auditory \( t_{16} = -6.4, p < .001 \); visual \( t_{16} = -5.1, p < .001 \) – the differences for pitch-size for synesthetes were only significant at an uncorrected \( \alpha = .05 \) (Supplementary Figure 1). (Both groups contained individuals who had faster RTs to incongruent trials, though there were slightly more of these in the non-synesthete group, see Supplementary Table 1).

Since there were more grapheme- and month-color synesthetes than any other kind, we tested whether either of these sub-groups was driving the main result. However, congruency effects were not significantly different between grapheme-color and other synesthetes (\( F_{1,15} = 1.2, p = .3 \)) and there was no interaction with correspondence type (\( F_{2,30} = .8, p = .5 \)). In view of the small and unequal group sizes, these results were confirmed with non-parametric Mann-Whitney tests. There was also no significant difference between month-color and other synesthetes (\( F_{1,15} = .3, p = .6 \)) but there was an interaction with correspondence type (\( F_{2,30} = 5.1, p = .01 \)) in which month-color synesthetes had larger congruency effects for pitch-size (23.5±5.0 vs 6.3±5.4) and smaller effects for pitch-elevation (12.1±3.7 vs 23.2±4.5). However, these differences were not significant in either Bonferroni-corrected post-hoc t-tests or Mann-Whitney tests and, importantly, the mean congruency effects for the pseudoword-shape correspondence were very similar between month-color and other synesthetes (27.7±4.0 vs 24.2±3.4). We therefore conclude that neither of these sub-groups was driving the main synesthesia × correspondence interaction.

For the synesthetic group, there was no relationship between congruency effects for any of the three correspondences and (i) the strength of their synesthetic associations as measured by SB scores (all \( r < .43 \), all \( p > .13 \)), (ii) their projector/associator scores (all \( r < .17 \), all \( p > .5 \)), or (iii) their vividness of visual imagery (VVIQ-2: Marks (1995) incorporated into the SB) scores (all \( r < .39 \), all \( p > .15 \)). Further, SB, projector/associator, and VVIQ-2 scores were also uncorrelated with one another (all \( r < .5 \), \( p > .07 \)). VVIQ-2 scores and congruency effects were also uncorrelated in the non-synesthetic control group (all \( r < -.27 \), all \( p > .3 \)). Although the synesthete and control groups were not matched for gender, we did not find any effect of gender in either the synesthete or non-synesthete groups, nor overall (all \( F < .07 \), all \( p > .4 \)).

**DISCUSSION**

Our study indicates that synesthetes, compared to non-synesthetes, demonstrate stronger congruency effects for a high-level sound-symbolic association between auditory pseudowords and visual shapes but not for the low-level sensory associations of auditory pitch with visual size or elevation. This finding is in keeping with the view of synesthesia as a high-level post-perceptual phenomenon (Ward et al., 2006; Chiou & Rich, 2014; see also Brang et al., 2011, who argue for an interaction between perceptual and conceptual factors).

---

\(^1\) Although the global RM-ANOVA showed that visual congruency effects were larger than auditory effects (\( F_{1,32} = 6.7, p = .01 \), \( \eta^2 = .2 \)), modality did not interact with either correspondence type or synesthetic status (both \( F_{2,64} < 1.0, p > .4 \)) and, in the correspondence-specific RM-ANOVs, modality was only significant for pitch-size (\( F_{1,32} = 4.7, p = .04, \eta^2 = .1 \)), therefore, Figure 2 displays the data collapsed across modalities.
Synesthetes in the present study also exhibited a tendency for stronger congruency effects, compared to non-synesthetes, for pitch-elevation and pitch-size pairings, although the between-group differences were not significant. Thus, while we cannot completely rule out stronger congruency effects for these pairings as well, the significant group-by-correspondence interaction indicates that if between-group differences for the pitch-size/elevation correspondences exist, they are substantially smaller than for the sound-symbolic association. The lack of correlation between congruency effects in synesthetes and their projector-associator scores suggests that our findings may be independent of whether a synesthete is a projector or associator, although a caveat is that our sample of synesthetes only contained 3 projectors, so a larger group of projectors should be studied. Consistent with previous studies of crossmodal illusions that found no differences between synesthetic sub-types (Neufeld et al., 2012; Whittingham et al., 2014), we also found that the present results were not driven by the grapheme- or month-color synesthetic sub-groups.

Although the raw RT data showed that neither group exhibited significant differences between congruent and incongruent trials for the pitch-size correspondence, and that non-synesthetes were additionally insensitive to the pseudoword-shape correspondence, RTs were faster for congruent trials in all cases, as would be expected. One reason for the lack of significant differences in our data may be that the response key pairings and instructions were changed much less often compared to Parise & Spence (2012), perhaps enabling participants to learn the associations and settle into a response set. However, it is important to remember that absolute RTs do not take account of individual RT variability, which is why we used Eq. 1 to calculate the magnitude of congruency effects.

Superficially, the finding of a stronger sound-symbolic congruency effect for synesthetes is consistent with the continuum hypothesis (Martino & Marks, 2001; Marks & Mulvenna, 2013) especially since the sound-symbolic pseudoword-shape association is not part of the classical synesthesias experienced by our synesthetic participants. However, the enhancement for synesthetes was limited to the sound-symbolic correspondence, consistent with the view of synesthesia as a conceptual, post-perceptual phenomenon (Ward et al., 2006; Chiou & Rich, 2014), whereas the continuum hypothesis predicts a general enhancement across all types of crossmodal correspondence (Martino & Marks, 2001; Marks & Mulvenna, 2013). Thus, our findings only partially support the continuum hypothesis. The results of the present study are also consistent with recent findings that synesthetes are better than non-synesthetes at guessing the meaning of sound-symbolic words in a foreign language (Bankieris & Simner, 2015; Lockwood et al., 2016). Our findings in no way negate the unique aspects of synesthetic experience (Deroy & Spence, 2013, 2015) or the genetic characteristics of synesthetes (Barnett et al., 2008; Mitchell, 2011; Newell & Mitchell, 2015; see also Gregersen et al., 2013), both of which suggest that synesthesia is a distinct entity.

Our findings fit within a context of superior performance of synesthetes across a variety of domains. Some of these reflect the general nature of synesthesia as a high-level conceptual phenomenon, for example, the finding that synesthetes may have higher creativity scores (Ward et al., 2008; Chun & Hupé, 2016) and better memory (Rothen et al., 2012; Ward et al., 2013). Others relate to more specific aspects: For example, while synesthesia and mental
imagery are considered discrete rather than continuous phenomena (Craver-Lemley, 2013; Deroy & Spence, 2013), synesthetes report more vivid mental imagery (Barnett & Newell, 2008; Spiller et al., 2015) but only in those sensory modalities involved in their particular synesthesia (Spiller et al., 2015). Several studies show enhanced mental rotation ability in sequence-space synesthesia (Brang et al., 2013; Havlik et al., 2015) with performance enhanced still further in projectors compared to associators (Havlik et al., 2015). These observations may reflect genetic factors determining only a general predisposition to synesthesia, with the particular type, specific associations, and individual differences, including those related to projector/associator sub-groups, being modulated by other factors (Barnett et al., 2008; Mitchell, 2011; Newell & Mitchell, 2015). This line of thinking would be consistent with our finding of stronger cross-modal correspondences for a heterogeneous group of synesthetes with no influence of any particular type of synesthesia.

Our findings also raise questions about causal mechanisms for these instances of enhanced synesthetic performance on non-synesthetic tasks. One explanation may be that such performance ‘comes for free’ on the back of structural differences in the synesthetic brain. For example, it is well-known, principally from studies of grapheme-color synesthesia, that synesthetes exhibit hyperconnectivity between cortical areas potentially related to their synesthetic associations (e.g., Dovern et al., 2012; Sinke et al., 2012; Tomson et al., 2013; see Zamm et al., 2013 for colored-hearing synesthesia) as well as more global differences compared to non-synesthetes (e.g., Dovern et al., 2012; Bargary & Mitchell, 2008). Such hyperconnectivity might give rise not only to a particular form of synesthesia but also result in enhanced performance for any task, or class of stimuli, relying on the same pathways. Thus, greater white matter integrity for synesthetes in the inferior fronto-occipital fasciculus, which connects visual and auditory association cortex to frontal cortex, could support not only colored-hearing synesthesia (Zamm et al., 2013), but also more vivid visual and auditory imagery (Spiller et al., 2015). Similarly, hyperconnectivity in cortical areas involved in sequence-space synesthetes might also result in enhanced spatial imagery (Brang et al., 2013; Havlik et al., 2015). Such studies will continue to be important because connectivity patterns differentiate between projector and associator synesthetes (Rouw & Schulte, 2007; van Leeuwen et al., 2011) and also correlate with behavioral measures of synesthetic associations (Dovern et al., 2012; Zamm et al., 2013).

CONCLUSION

We provide the first empirical evidence that, synesthetes, relative to non-synesthetes, demonstrate tighter cross-modal correspondences outside their synesthetic domains. However, this was limited to the sound-symbolic pseudoword-shape correspondence and did not extend to low-level sensory correspondences. This is only partially consistent with the idea that synesthetic and more universally experienced cross-modal correspondences form a continuum, but fits well with the notion of synesthesia as a high-level, post-perceptual phenomenon, and with genetic evidence suggesting that synesthetes are distinct from non-synesthetes. Further inquiry is necessary to establish whether these findings extend to high-level correspondences other than those involved in sound symbolism, and the underlying mechanisms.
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Figure 1.
Schematic of the cross-modal correspondences and response key pairings used in the IAT experiment.
Figure 2.
Synesthetes were more sensitive (had larger congruency effects) than non-synesthetes to cross-modal correspondences involving sound-symbolic (pseudoword-shape), but not low-level sensory (pitch-elevation/pitch-size) associations.