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\textbf{A B S T R A C T}

Robust predictive models are essential to manage the risk of radiation-induced carcinogenesis. Chronic exposure to cosmic rays in the context of the complex deep space environment may place astronauts at high cancer risk. To estimate this risk, it is critical to understand how radiation-induced cellular stress impacts cell fate decisions and how this in turn alters the risk of carcinogenesis. Exposure to the heavy ion component of cosmic rays triggers a multitude of cellular changes, depending on the rate of exposure, the type of damage incurred and individual susceptibility. Heterogeneity in dose, dose rate, radiation quality, energy and particle flux contribute to the complexity of risk assessment. To unravel the impact of each of these factors, it is critical to identify sensitive biomarkers that can serve as inputs for robust modeling of individual risk of cancer or other long-term health consequences of exposure. Limitations in sensitivity of biomarkers to dose and dose rate, and the complexity of longitudinal monitoring, are some of the factors that increase uncertainties in the output from risk prediction models. Here, we critically evaluate candidate early and late biomarkers of radiation exposure and discuss their usefulness in predicting cell fate decisions. Some of the biomarkers we have reviewed include complex clustered DNA damage, persistent DNA repair foci, reactive oxygen species, chromosome aberrations and inflammation. Other biomarkers discussed, often assayed for at longer points post exposure, include mutations, chromosome aberrations, reactive oxygen species and telomere length changes. We discuss the relationship of biomarkers to different potential cell fates, including proliferation, apoptosis, senescence, and loss of stemness, which can propagate genomic instability and alter tissue composition and the underlying mRNA signatures that contribute to cell fate decisions. Our goal is to highlight factors that are important in choosing biomarkers and to evaluate the potential for biomarkers to inform models of post exposure cancer risk. Because cellular stress response pathways to space radiation and environmental carcinogens share common nodes, biomarker-driven risk models may be broadly applicable for estimating risks for other carcinogens.
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1. Introduction

1.1. Criteria for modeling cancer risk from space radiation exposure

Technological revolution, medical advances and life style changes have increased human exposure to radiation in recent years. The noted increase in cancer incidence with age has in part been attributed to these exposures. The National Cancer Institute (NCI) (de Gonzalez et al., 2012), National Institute of Occupational Health and Safety (NIOSH) (Kocher et al., 2008), Environmental Protection Agency (EPA) (Pawl Dj et al., 2012; Pawel Dj, 2013), and NASA (Cucinotta et al., 2012) have developed cancer risk models for diverse applications that have significant overlap. All of these models primarily rely on epidemiological data from the Life Span Study (LSS) of Japanese atomic bomb survivors to estimate cancer risk for high dose rate low-LET (linear energy transfer) exposures. Using a dose and dose rate effectiveness factor (DDREF), these results are being extrapolated to predict effectiveness of lower doses and dose rates of various radiation qualities. To estimate DDREF, BEIR VII performed a Bayesian analysis using LSS data, cancer incidence and life shortening in animal models and chromosome aberrations (CA) in human somatic cells with estimates for low-LET radiation that rely primarily on epidemiology and cancer incidence data in animal models (NCRP, 2012). The former three models use a modified version of BEIR VII results. Modeling radiation quality and dose rate effects are especially critical for NASA due to the wide spectrum of ions of various charges and energies in space that are rarely seen on earth (Cucinotta et al., 2012). To meet this challenge, the current NASA model (Cucinotta et al., 2012) uses a combination of BEIR VII and UNSCEAR 2006 (United Nations Scientific Committee on the Effects of Atomic Radiation, 2008). In addition to epidemiology data, this model incorporates tumor induction data as well as astronaut and mouse translocation data for DDREF. Radiation quality estimates for high-LET radiation are made based largely on experimental data. As in vivo cancer incidence studies in humans are technically challenging, in addition to incorporating data from animal models of carcinogenesis, surrogate biomarkers of cancer risk are being widely used to measure effects directly in human cells to shed light on the underlying biological mechanisms. Some of these endpoints include cell transformation, CAs and DNA damage response and mutation assessments (Kocher et al., 2008; Kocher et al., 2005). In the current model, radiation quality factors are being calculated based on tumor incidence, survival, CAs and mutations. A recent improvement to NASA’s model includes the use of quality factors using data from cancer incidence in mouse models (Cucinotta, 2015). Given the degree of uncertainty in estimating risk, and the long latency of cancer development, it is projected that incorporating data from early biomarkers with the potential to predict long term biological effects will provide an effective strategy for early cancer risk prediction.

1.2. Characteristics of a good biomarker for modeling risk from GCR

In space, cells are impacted by charged particles from protons to uranium with energies of particular importance to human exposures, ranging from ~tens of GeV/n to 100 GeV/n. It has been projected that for an astronaut traveling to Mars, every cell nucleus in an astronaut’s body would be hit by a proton or secondary electron (e.g., electrons of the target atoms ionized by the HZE ion) every few days and by an HZE ion about once a month (Cucinotta et al., 1998). To extrapolate risk from GCR exposure, it is critical that biomarkers used to predict risk are sensitive to different doses, dose-rates and radiation qualities in the cosmic ray spectrum. This is especially true as estimation of risk at low doses and dose-rates (~0.1 mSv min⁻¹) has a degree of uncertainty due to paucity of human epidemiological studies at these exposure levels. It is well known that biomarkers can be temporarily classified. Biomarkers of exposure such as initial radiation-induced DNA damage foci and CAs are good predictors of the radiation dose received. Biomarkers that are assessable before, during and after radiation dose can measure individual differences in susceptibility and predict inherent risk of radiation-induced health effects. Persistent biomarkers are measures of the late effects of radiation exposure and can estimate how radiation exposure can influence cell fate choice. As cancer is a long term effect, a biomarker panel for cancer risk prediction should allow temporal classification, where exposure and susceptibility effects can be linked with various cell fate decisions and cumulatively modeled to predict cancer risk. Given the complexity of the space radiation spectrum, a thorough evaluation of the multitude of confounding factors that influence cancer risk, requires that predictive biomarkers be quantifiable, easy to measure, have low-cost detection platforms, and have the ability to be detected across various tissue types. Ideally the biomarker should have limited variability within the normal population and have detection assays that are sensitive, specific, reproducible and lend themselves to high-throughput screening techniques. Validated early biomarkers with robust predictive capability are not only useful to predict the immediate cellular and physiological consequences of exposure, but are in fact the “Holy Grail” for early cancer prediction. Here we review the relevance and predictive ability of several biomarkers in modeling the short-term and long-term biological consequences of space radiation exposure.

1.3. Impact of high-LET radiation damage on cell fate decisions

The space radiation environment is truly heterogeneous and is comprised of a complex mixture of ions from galactic cosmic radiation (GCR), trapped particles in the van Allen radiation belts and other secondary particles generated in both the spacecraft and Earth’s atmosphere (Badhwar, 1997). Despite their relatively low fluence in space, compared to other types of radiation, the consequences of high charge and energy (HZE) particle exposures have important implications. At typical energies, these particles have high-LET values, defined as LET > 10 keV/μm. These evolve qualitatively different, more complex cellular damage than low-LET radiation at the same dose (Nikjoo et al., 2001; Friedland et al., 2011).

While complex damage is uncommon for endogenous reactive oxygen species or low-LET radiation, it has been associated with the increased relative biological effectiveness (RBE) of densely ionizing radiation (Durante and Cucinotta, 2008). Clustered DNA damage (CDD) seems to create short fragments that challenge the repair machinery, and target cells for growth arrest, cell death or cellular senescence if unrepaird. Misrejoining of unrepairable ends of DNA with other radiation-induced double-strand breaks leads to large DNA deletions and CAs that can significantly increase the mutation load (Cucinotta and Durante, 2006). At the cellular level, both DNA lesions and reactive oxygen species (ROS) can cause cellular inflammation, and potentiate an inflammatory state across generations. Cells have built-in regulatory mechanisms that serve as intrinsic barriers to carcinogenesis. This includes activation of p16 or p53 that prevent the proliferation of cells with damaged DNA or telomeres, and targets cells with shortened or aberrant telomeres for cell death or senescence. The damage induced by high-LET radiation could potentially overcome these protective barriers and allow the uncontrolled proliferation of damaged cells. These events can potentiate genomic instability in the progeny and in theory initiate tumor formation. Understanding the impact of radiation quality, dose and dose rate on the cellular mechanisms that balance the scales between homeostasis and cancer initiation, is essential to both predict cancer risk and prevent the carcinogenic effects of space radiation exposure.
2. DNA lesions as biomarkers of high-LET radiation exposure

2.1. Types of DNA lesions

Ionizing radiation (IR) produces more than 70 chemically distinct DNA lesions, including base and sugar modifications, abasic sites, single- and double-strand DNA breaks, and DNA-DNA and DNA-protein crosslinks (Ravanat et al., 2012; Nikitaki et al., 2015). These lesions can arise either from direct ionization of DNA (direct effect) or as a result of chemical reactions of the DNA with hydroxyl radicals and other reactive oxygen species that are produced by radiolysis of nearby water molecules (indirect effect). Although a somewhat greater fraction of high-LET damage is attributable to the direct effect (Hirayama et al., 2009), the overall spectrum of chemical products is similar for low- and high-LET radiation and does not provide a basis for discriminating between the two.

However, low- and high-LET radiation damage differs in the spatial distribution of DNA lesions. When high-LET radiation tracks pass through cells, they deposit energy inhomogeneously to produce CDD, also known as local multiplicity damaged sites. Densely ionizing, high-LET radiation produces much more complex clusters (Ward, 1981) than low-LET radiation, reviewed in Hada and Georgakilas (2008). Multi-scale modeling suggests that the frequency of clusters containing two or more double-strand breaks (DSBs) increases steeply with LET, and the frequency of lesions containing only a single DSB declines (Friedland et al., 2011). Locally multiply damaged sites (LMDS) can also be detected and characterized experimentally. Early work used an approach based on in situ digestion of cellular DNA with endonucleases that incise the DNA backbone at sites of base oxidation (Sutherland et al., 2000). When oxidized bases occur in close proximity to each other on opposite strands, or in close proximity to a single-strand break, enzymatic incision will create a frank DSB that can be detected by electrophoretic methods. This assay readily detects CDD produced by low-LET radiation, but saturates once a single DSB is present, and so is unable to detect the additional complexity associated with high-LET radiation exposure (Hada and Sutherland, 2006). Recent work using a different approach, involving electron microscopic imaging of chromatin-bound DSB repair proteins (Lorat et al., 2015) has shown that high-LET radiation exposure can create astonishingly CDD, especially in heterochromatin, where more than 60 broken DNA ends have been seen within a small area. These highly complex DSB clusters were completely absent in low-LET irradiated cells.

One of the consequences of highly complex, CDD is the generation of small DNA fragments with lengths corresponding to the distance between adjacent DSBs. Modeling predicts that exposure of human cells to 1 Gy 56Fe ions will produce 20–50 DNA fragments of <1000 bp, depending on the energy. This is about 30 times the yield predicted for 1 Gy of γ-rays (Campa et al., 2009). Although experimental data are limited, an early study showed that high-LET irradiated cells release about twice as many ~40 bp DNA fragments as compared to low-LET irradiated cells (Wang et al., 2008). In light of the recent data showing the existence of very complex clusters following high-LET radiation, these could well be underestimates.

2.2. DNA lesion detection sensitivity, response to dose and dose rate

Each of the different types of DNA lesions discussed in the preceding section could potentially serve as a biomarker of radiation exposure (reviewed in Ravanat et al., 2012). Oxidized DNA bases and other chemical products of radiation damage are excised by cellular DNA repair mechanisms and can be measured directly in accessible body fluids. Alternatively, they can be detected, prior to repair, in chromosomal DNA extracted from cells obtained from oral mucosa or blood. Levels of oxidized bases and other radiation products increase linearly with dose. For DNA irradiated in the native cellular environment, the number of oxidized bases is about 0.2 per 10^6 bp per Gy (Mohsin Ali et al., 2004).

The sensitivity of methods based on direct analysis of radiation products is limited mainly by the relatively high background levels, which can be attributed to reaction of DNA with endogenous ROS. Endogenous ROS are formed as byproducts of normal metabolism, and although levels vary between individuals, they tend to increase with stress, metabolic rate, and chronological age. Estimates of the steady state burden of oxidized bases vary widely, but levels may be assumed to be on the same order as the increment attributable to 1 Gy of radiation exposure, and are perhaps much higher in some instances (Mohsin Ali et al., 2004).

Another difficulty with direct measurements of radiation products is that they turn over rapidly as the result of cellular DNA repair processes. For this reason, they are not useful for estimating cumulative damage arising from the chronic, low dose rate exposures that are of concern for human space travelers. Finally, most of the available methods for chemical determination of radiation products require that they be removed from their original context through enzymatic digestion of DNA. Critical information about their original spatial distribution in DNA is therefore lost.

Many of the same limitations apply to analysis of DNA single-strand breaks (SSBs), which, like oxidized bases, are among the most abundant radiation-induced DNA lesions. SSBs can be measured by in situ single-cell electrophoresis under denaturing (alkaline) conditions (referred to as the “Comet assay” based on the comet-like tails that emerge from permeabilized cells). The comet assay has a practical sensitivity of about 0.2 Gy, which again is limited by the background levels of SSBs attributable to endogenous ROS. Similar to oxidized bases, SSBs are repaired very rapidly, and again are not useful for detection of cumulative damage arising from exposures at very low dose rates. Analysis of SSBs also does not differentiate between high- and low-LET radiation-induced DNA damage.

DSBs are produced much less efficiently than SSBs (0.005 per 10^6 bp per Gy for low-LET radiation), but are a much more specific marker of radiation damage, because endogenous ROS do not generally generate DSBs to an appreciable extent (except in the specialized context of DNA replication, where collapsed replication forks produce a special category of “single-ended” DSBs). The sensitivity of physical methods for DSB detection is limited by the small absolute numbers of DSBs produced at low doses. In situ single cell electrophoresis under native (neutral pH) conditions has a practical sensitivity of 2 Gy. An alternative method, pulsed field gel electrophoresis, is slightly less sensitive, although it is highly quantitative. It should be noted that electrophoretic assays quantify the number of DSB-containing local multiply damaged sites, rather than DSBs directly, and thus tend to underreport true values for high-LET radiation. Due to the limited sensitivity of physical methods of DSB detection, they have largely been supplanted by cytological methods based on counting of repair foci, which are regions of modified chromatin associated with unrepair DSBs. Each unrepaid DSB leads initially to the formation of one repair focus, and the method is thus highly sensitive. Our best estimates of the burden of endogenous DSBs comes from counting repair foci, which are present at a level of 0.05 per cell in non-cycling fibroblasts (Rothkamm and Lobrich, 2003) and 0.1 per cell in primary human lymphocytes (Lobrich et al., 2005). For lymphocytes, interindividual variability is on the order of 2-fold. Based on these estimates of the endogenous burden, the dose of radiation required to double the number of endogenous DSBs is the order of 0.001 Gy, well within the range of interest for human exposures. Although repair foci are produced by both low- and high-LET radiation, high-LET foci are more persistent, which provides some basis for
discriminating between high- and low-LET radiation exposures. The dynamics of repair foci and potential confounding factors with these assays are discussed in more detail in the next section.

As is evident from the preceding discussion, the repertoire of available biomarkers of high-LET DNA damage is currently not ideal, as all of the available approaches suffer from some shortcomings: limited sensitivity, susceptibility to confounding factors, or an inability to discriminate between high- and low-LET damage. An ideal biomarker for high-LET radiation exposure would be one that is sensitive to the complexity of LMDS. Although such markers have yet to be fully developed and validated, direct detection of repair proteins bound to DNA ends in situ, is one approach that appears promising. Whereas repair foci arise as a secondary response to radiation and are relatively large (hundreds of nanometers), binding of repair proteins is a primary response that occurs within seconds, and the resulting complexes are small (tens of nanometers or less). The highest available resolution is obtained by electron microscopic imaging, although this may be difficult to implement at scale for biomarker analysis (Lorat et al., 2015). Recent reports indicate, however, that binding of proteins involved in non-homologous end joining (NHEJ) repair (e.g., Ku protein) can be detected at single molecule sensitivity by optical fluorescence microscopy, using a combination of optimized extraction methods (which remove the background of unbound proteins) and super-resolution imaging (Britton et al., 2013; Reid et al., 2015). Although these methods have yet to be applied for detection of high-LET damage, they could, in principle, be used to estimate the complexity of high-LET radiation-induced LMDS based on the number of DNA ends within a restricted volume. Similar optical fluorescence methods can be applied for detection of single-strand DNA binding proteins, which are markers of homologous recombination (HR) and alternative end-joining repair (Yajima et al., 2013). Although super-resolution imaging technology may be too complex for flight measurements, it could be applied for post mission analysis of archived specimens.

A more speculative approach for quantification of complex local multiply damaged sites is based on release of characteristic small DNA fragments. A better understanding of their lifetime and the metabolic fate of these fragments, together with improved analytical methods for detection, will be required before this approach can be adopted for widespread use.

2.3. Non-targeted DNA lesions

Any discussion of high-LET radiation-induced DNA damage should include mention of DNA lesions arising as a result of non-targeted, or bystander effect. There are many examples where contact, co-culture, or exposure to conditioned media cause non-irradiated cells to take on characteristics of directly irradiated cells, including activation of the DNA damage response, oxidative stress, and induction of mutations and genome instability (reviewed in Morgan and Sowa, 2015 and Blyth and Sykes, 2011). The LET dependence of bystander effects is not well established and may be model-dependent. It has been shown that fibroblasts exposed to high-LET (50Fe) particles generate media-transmissible signals that lead to decreased clonogenic survival, an increased frequency of micronuclei and γ-H2AX foci-positive cells in non-irradiated fibroblasts (Yang et al., 2007a, 2007b). Separately, it has been shown in high-LET irradiated tumor studies that bystander cells increase the use of error-prone DSB repair pathways, similar to an effect seen in directly irradiated cells (Li et al., 2015). The nature of the DNA lesions in bystander cells, and in particular whether there is any evidence of complex LMDS similar to those in directly irradiated cells, remains to be fully investigated.

2.4. Relationship between radiation-induced DNA lesions and cell fate decisions

A lower dose of high-LET radiation, relative to low-LET reference radiation, is sufficient to initiate given biological endpoints, for example, a specified level of cell killing or cancer risk. This ratio of doses defines the “relative biological effectiveness” (RBE) of a given radiation type. For high-LET charged particles, RBE’s are typically in the range of 2 to 5, depending on the experimental model. RBE increases with LET and reaches a maximum value at approximately 100 keV/μm for many endpoints (reviewed in Blakely et al., 2012).

The RBE value for high-LET radiation is thought to be determined, in large part, by the complexity of LMDS and the rate of repair of DSBs present within those sites. There is considerable evidence that DSBs induced by high-LET radiation are repaired more slowly than those induced by low-LET radiation (Asaithamby et al., 2008; Reynolds et al., 2012), and to some extent by different pathways. It may be the case that DSBs embedded in local multiply damaged sites are simply poor substrates for DNA repair enzymes. However, there is also evidence that short single- and double-stranded DNA fragments, produced from local multiply damaged sites, bind to and inhibit proteins in the NHEJ pathway, increasing the reliance on slower, alternative repair mechanisms (Pang et al., 2011; Yuan et al., 2015). Consistent with impaired NHEJ repair as an underlying factor, RBE values for high-LET radiation decrease to unity in cells that are genetically deficient for XRCC5 or LIG4, two important NHEJ genes (Wang et al., 2010; Okayasu et al., 2006). Also consistent with this idea, increased expression of APE1, an enzyme that increases the yield of short DNA fragments by processing clusters of oxidized bases into frank DSBs, selectively increases the RBE for high-LET radiation (Wang et al., 2014).

Modeling studies also support a strong relationship between DSB complexity and RBE. The relation between the LET dependence for calculated yields of DSBs of various complexity and cell inactivation was first studied with the simulation code PARTRAC for proton and α-particle irradiation (Friedland et al., 2005). RBE values for various ion types for cell inactivation of human fibroblast cells reaches a maximum of about 4 with LETs between 100 and 200 keV/μm, whereas those for DSB+ (+ indicating greater complexity of DSB) reach a maximum of about 2 at an LET of about 70 keV/μm and DSB++ cultivate with RBE values above 10 at LET values of about 200 keV/μm (Tsuruoka et al., 2005). A weighted sum with cell killing probabilities of 8%, 2% and 0.5% for the categories of DSB++, DSB+ and DSB, respectively, has been found in overall agreement with the LET dependence of measured RBE and cell inactivation cross sections (Friedland et al., 2011).

3. DNA damage response foci

The seminal discovery that the histone variant H2AX was specifically modified (phosphorylated) at sites of DSBs (Rogakou et al., 1998) gave rise to a quantitative surrogate marker for DSB measurement (Nelms et al., 1998). As γ-H2AX is proposed to recruit DNA repair proteins to DSB sites (Paul et al., 2000), γ-H2AX kinetics is considered a robust marker for assessment of repair and resolution of damage. They have extensively been used to quantify DSBs in radiotherapy patients (Sak and Stuschke, 2010) and used as a biomarker for aging and disease (reviewed in Mah et al., 2010). Quantification of γ-H2AX by immunofluorescence and flow cytometry is unambiguous and has proven to be reliable in detecting even minor DNA repair defects (Wang et al., 2005) in both G0/G1 and G2 phases (Lobrich et al., 2010) of the cell cycle.

While flow cytometry has the advantage of being quick and high throughput, and can seamlessly differentiate cell cycle stages, it primarily provides just total intensity/cell. In contrast,
immunofluorescent microscopy allows users to quantify damage by identifying visible bright foci after exposure to ionizing radiation. These radiation induced foci (RIF) require validated computational code for automatic quantification as manual counting has led to statistical uncertainty (Rothkamm and Lobrich, 2003), subjective bias and lack of reproducibility. There are many other DNA repair proteins forming RIF (e.g. 53BP1, MDC1, MRE11, ATM, DNA-PKcs, etc.). Early algorithms for RIF quantification were based on threshold approaches after initial enhancement of the spot (foci) enhancement by image processing (Costes et al., 2006; Bocker and Illakis, 2006), but such approaches fail to detect all foci when large intensity variations were observed. Pattern recognition algorithms have resolved this issue opening the door to high throughput 3D foci detection with reproducible data across different research laboratories (Neumaier et al., 2012; Runge et al., 2012). Other factors affecting reproducibility are the type of microscope used, baseline foci levels, cell type, passage number and oxygen levels in culture.

The conundrum lies in whether the increase and persistence of RIF higher than baseline levels is an indicator of genomic instability. Impaired DNA repair is thought to be a major factor contributing to tumor development (Lengauer et al., 1998; Thompson and Schild, 2002). Indeed, higher amounts of basal DNA damage, as evidenced by an increase in the number of basal γ-H2AX foci is often observed in different types of tumors (Warters et al., 2005; Bonner et al., 2008). A dramatic increase in the frequency of complex CAs in radio-resistant tumor cells was observed after carbon ion irradiation (Hofman-Huther et al., 2004). Subsequent cytogenetic studies revealed exposure to HZE radiation can cause a much higher level of complex chromosomal rearrangements (Loucas and Cornforth, 2001; Durante et al., 2002). Based on these observations, it is tempting to speculate that the increase in RIF number and their persistence after high-LET radiation exposure is a marker of underlying genomic instability due to the induction of complex CAs.

3.1. Relationship between RIF and dose, dose rate, radiation quality, and time

The dependence of RIF on dose, dose rate and LET remains an open debate. As far as the dose dependence, the number of RIF appears to be proportional to dose for low-LET doses < 1 Gy (Moroni et al., 2013) with numbers reaching a maximum between 10–20 RIF/Gy a few hours post IR. However, for doses > 1 Gy, some laboratories show in human breast epithelial cells that the number of 53BP1 RIF saturates with increasing doses (Neumaier et al., 2012; Georgescu et al., 2015) while RIF appear faster (Neumaier et al., 2012). Dose saturation is not as pronounced if one reports the total amount of 53BP1 recruited within all RIF in the nucleus (Georgescu et al., 2015). In this latter work, live cell imaging of RIF suggests saturation observed after high doses of low-LET is the result of coalescence of nearby DSB into single RIF. In contrast, peripheral blood mononuclear cells (PBMCs) extracted in patients who underwent computed tomography (CT) or radiotherapy show a good linear relationship between dose and γ-H2AX numbers (Redon et al., 2009), a result confirmed with macaque PBMCs (Redon et al., 2010). A recent study on dose-response relationships after whole blood irradiation in patients receiving molecular radiotherapy (MRT) with 1-131 and Lu-177 showed a linear relationship between the number of γ-H2AX and 53BP1 foci per nucleus and the absorbed dose to the blood for both radionuclides studied (Eberlein et al., 2015).

For high-LET radiation, there are two possible geometrical configurations for exposing cells. If one exposes the plate perpendicular to the beam, then the number of RIF does not match the expected number of DSB but matches instead the number of track traversals, with one large and bright RIF per particle traversal, indicating these RIF are made of multiple DSBs (Costes et al., 2006). In contrast, when cells are exposed parallel to the beam, tracks of several foci can be visualized along the linear trajectory of particle traversal (Jakob et al., 2003; Aten et al., 2004). Again, it is interesting to note as LET increases, the number of RIF along the tracks reaches a maximum of ~1 RIF/μm for LET’s larger than ~150 keV/μm in non-malignant human breast cells (Vadhanavik et al., 2014) or in cancer cell lines stained for γ-H2AX or XRCC1 (Jakob et al., 2009). Thus, as energy deposition along the track increases with LET, the number of foci remains the same but each focus has more DSBs (Costes et al., 2010). On the other hand, total intensity of RIF labeled by γ-H2AX along the tracks shows a linear dependence with LET as high as 400 keV/μm (Vadhanavik et al., 2014).

The time required for a cell to repair the induced damage and/or the kinetics of RIF resolution is dependent on radiation quality. Remarkably, RIF are induced within seconds to minutes following IR, and typically reach a maximum at 0.5 to 1 h post IR and diminish as DNA repair proceeds (Rogakou et al., 1998; Costes et al., 2006; Anderson et al., 2001; Rothkamm et al., 2003; Leatherbarrow et al., 2006; Costes et al., 2007; Markova et al., 2007). It is well known that the CDD induced by HZE particle radiation takes longer to repair (Neumaier et al., 2012; Saha et al., 2013; Saha et al., 2014; Whalen et al., 2008).

Several labs have shown evidence of a non-targeted effect at low and acute doses (Burdak-Rothkamm et al., 2007; Pereira et al., 2014). Two potential cytokines, transforming growth factor beta (TGF-beta) and nitric oxide (NO), have been proposed to be instrumental in forming foci in bystander cells (Dickey et al., 2009). It is interesting to note that RIF can be induced inside the nucleus of a cell by simply irradiating the cytoplasm of cells with active mitochondrial function (Tartier et al., 2007). Very low doses of either low or high-LET radiation (1 cGy) can elicit the same level of 53BP1 foci in both irradiated and neighboring cells. However, when pre-irradiating cells with 1 GeV protons up to three hours before, cells become unresponsive to the non-targeted response (Yang et al., 2011a). This same group showed that for doses below 1 cGy and for doses as low as 0.5 mGy, a constant 53BP1 foci offset is observed and it is the same in both irradiated and non-irradiated bystander cells, suggesting that foci observed at such dose levels are primarily induced by ROS and reflect the systemic activation of wound signaling (Yang et al., 2011b). Given the fact that low dose rates involve constant exposure to extremely low doses of radiation, non-targeted effects are therefore a major confounding factor for interpreting low dose-rate RIF.

3.2. Pattern of RIF and relationship to cell fate decisions

DNA repair foci, in combination with other repair kinases (ATR, ATM) and the downstream checkpoint proteins (Chk1, Chk2) and effectors (p53) can affect cellular proliferation, replication and cell cycle progression until the repair process is complete (Sancar et al., 2004; Houtgraaf et al., 2006). Alternatively, cells with unrepaired DNA damage may also permanently exit the cell cycle and become senescent (Jaiwal and Lindqvist, 2015). It appears that sustained p53 activation results in cell cycle exit, while oscillating pulses of p53 ensures cells resume proliferation after DNA damage (Curvis et al., 2012). Because of their complex nature, CDD are often refractory to repair (Asai-thambum and Chen, 2011). Persistence of γ-H2AX and 53BP1 foci at the DSB sites after HZE radiation indicates the irreparability of the CDD. If cells continue to proliferate with damaged DNA, it can cause unwanted mutation in the DNA leading to genomic instability, one of the hall marks of carcinogenesis (Jackson and Bartek, 2009). To prevent this, cells with unrepaired DNA damage often undergo cell death (Roos and Kaina, 2006)
necrosis, apoptosis or autophagic cell death (Edinger and Thompson, 2004). Phosphorylation of p53 by E2F1 is a central theme in deciding whether a cell with unrepaired damaged DNA will undergo cell death (Wu and Levine, 1994; Qin et al., 1994).

DDR checkpoint signaling is not always stringent as evidenced by early G2/M progression in cells with CDD. This results in these cells entering mitosis with unrepaired CDD and eventually accumulating carcinogenic mutations (Camacho et al., 2010; Lobrich and Jeggo, 2007). Results obtained from various in vivo experiments confirm that the CDD has potent biological effects, such as mutagenicity and carcinogenicity (Shikazono et al., 2009; Singleton et al., 2002). The studies done by multicolor banding in situ hybridization (mBAND) have shown that high-LET IR produces a large number of chromosomal inversions involving complex rearrangements of both inter- and intra-chromosome exchanges (Hada et al., 2007). Another study found that high-LET irradiated immortalized human bronchial (BE2PD) and breast (MCF-10F) cells undergo malignant transformation through a series of successive steps and finally become tumorigenic in nude mice (Hall and Hei, 2003). Overall, from these observations it is clear that CDD is difficult to repair and proper checkpoint signaling and cell fate decisions are of prime importance to prevent genomic instability and onset of carcinogenesis.

3.3. Ability of RIF to predict cancer risk from high-LET exposures

Persistent RIF post IR are thought to be good predictors of radiation sensitivity (Dikomey et al., 1998). Interestingly, low dose rate exposures seem to be better at identifying individuals with DNA repair deficiencies. For example, a patient with one mutated allele of ATM showed persistent foci after 24 h of chronic exposure to γ-rays, whereas the same cells exposed to an acute dose of 1 Gy showed no difference in RIF levels as compared to normal controls (Kato et al., 2006a).

To address the question of biomarker specificity for high-LET radiation-induced cancer risk, one should focus on DNA damage specific to this exposure. One potential idea is to focus on complex DSBs. These DSBs are specific to high-LET radiation and speculated to be repaired inefficiently by NHEJ, but competently in G2 by HR. A role for HR is demonstrated by clonogenic survival assays that show deficient HR leads to a hypersensitivity to high-LET radiation (Asaihatmby et al., 2011). However, NHEJ repair has still been shown to play a more important role as compared to HR in defining radiosensitivity after exposure to high-LET radiation (Takahashi et al., 2014). But perhaps higher or persistent levels of Rad51 RIF may provide a biomarker for high-LET exposures. The clustering of nearby DSBs into single RIF after high doses of low-LET (Neumaier et al., 2012; Georgescu et al., 2015) was described in the previous section and since HZE particles deposit extremely high doses along very narrow tracks (<1 μm diameter), a “DSB clustering phenotype” will always occur along HZE tracks independent of the dose. In turn, DSB proximity leads to increased mis-rejoining and mutation rates (Costes et al., 2001). Thus, higher levels or more persistent “DSB clustering” is a potential and promising easy way to identify individuals at an increased cancer risk from high-LET radiation.

4. ROS

Exposure to low- and high-LET radiation induces ROS and is associated with temporal and mechanistically distinct responses (Li et al., 2014; Sridharan et al., 2015). At low levels, ROS function in signal transduction by modifying reactive cysteine residues modulating the activity of phosphatases, kinases, ion channels and transcription factors (Recez and Chandel, 2015). ROS activity and specificity is controlled by specific homeostatic pathways, which exert effects via localizing generation, controlling target proximity and neutralization by antioxidants, and detoxifying pathways (for examples see (D’Auteaux and Toledano, 2007)). Oxidative stress results from an imbalance between formation and neutralization of intermediaries, resulting in damage to proteins, lipids and DNA. ROS produced in response to radiation mediate multiple acute and chronic biological outcomes, including modulating cell proliferation and death, cell fate and differentiation, inflammation and disease.

4.1. Measurement of cellular ROS and oxidative stress

The approach most widely employed to measure ROS in vitro is by direct incubation of metabolically active cells with redox sensitive probes. Caveats of this approach are poor specificity and modification of the redox status of the cell (Kalyanaraman et al., 2012). Novel probes of higher specificity have been developed based on boronate chemistry and on redox sensitive proteins to overcome some of the limitations. They can be targeted to different subcellular compartments, used to monitor ROS production in vivo and have sufficient sensitivity to detect changes in basal metabolic rate (Salin et al., 2015). Indirect methods are based on monitoring effects on target molecules and on antioxidant systems as surrogates for ROS activity, including the accumulation of adducts in proteins such as carboxylation, lipid peroxidation (TBARS, MDA and 4-HNE) and oxidized DNA bases as single molecules and/or combined measurements (for a comprehensive review relevant to the use of oxidative stress as biomarkers see Halliwell and Whitteman, 2004). Many of these markers are amenable to measurements in blood and urine and have been employed in numerous epidemiological studies demonstrating that oxidative stress biomarkers increase in association with multiple diseases, including cancer (reviewed in Frijhoff et al., 2015).

Although oxidative stress biomarkers in blood do reflect redox changes following a wide range of treatments on specific tissues in animals (reviewed in Margaritelis et al., 2015), there is a poor understanding of the biological processes reflected by these reporters in the plasma and urine (I’yasova et al., 2012). Such biomarkers are highly sensitive to environmental and lifestyle factors, and have a significant inter- and intra-individual variability (Kato et al., 2006b). While several studies show association of these types of markers with cancer, more studies are needed to validate them against known inducers of oxidative stress in humans and in prospective studies to be valuable as risk predictors (Loft et al., 2012, 2013).

4.2. Effect of dose, dose rate and radiation quality on ROS level

ROS are generated at multiple time points following exposure to radiation, and are associated with distinct responses. ROS resulting from the interaction of photons with water are generated in a spatial and density distribution uniquely distinctive between low- and high-LET radiation (Goodhead, 1988), are very short-lived and inflict mostly damage to macromolecules. ROS also are critical signaling intermediaries in the biological responses elicited by radiation. Responses to an acute exposure (within the first 24 h) include bystander effects and cellular stress responses associated with the activation and function of DNA damage response pathways (Yang et al., 2007; Klammer et al., 2015). Elevated ROS have been shown (in vitro and in vivo) to persist for weeks (Werner et al., 2014; Tseng et al., 2014; Baulch et al., 2015), months and years following exposure to high-LET radiation in bone marrow (Chang et al., 2015), intestinal cells (Datta et al., 2012) and the CNS (Limoli et al., 2007). The effect of radiation quality on these secondary increases in ROS associated with the cellular stress response are still
poorly understood, as some studies have found a greater effectiveness of high- over low-LET radiation in fibroblasts (Buonanno et al., 2011; Laurent et al., 2013; Dettmering et al., 2015), while not in other cell types (Werner et al., 2014; Baulch et al., 2015).

The effect of dose on ROS levels depends on the amount of time elapsed following exposure. ROS increase within the first 24 h post exposure are proportional to dose in neuronal stem cells (Tseng et al., 2014; Giedzinski et al., 2005). However, the most prevalent observations are that the detected ROS level increases over a narrow dose range, is not directly proportional to the dose and levels off with increasing dose (Werner et al., 2014; Baulch et al., 2015; Limoli et al., 2007; Dettmering et al., 2015). This observation suggests a threshold-type mechanism consistent with the activation of a metabolic process or enzyme, rather than the result of accumulated damage. The effect of the dose rate on ROS production has been examined in very few systems, but evidence suggests qualitatively similar ROS responses at low- and high-dose rates. For example, human neural stem cells exposed to 250 MeV protons fail to show any difference in induced levels of ROS when exposed to either 20–25 cGy/h or 25–50 cGy/min (Tseng et al., 2013).

4.3. Evidence for ROS in non-targeted effects

ROS are one of many candidate molecules proposed to mediate the bystander effect (reviewed in Li et al., 2014). ROS induced in the context of the bystander response appear to be independent of LET (Yang et al., 2007; He et al., 2014). While non-targeted radiation effects represent an active area of research, a clear understanding of the precise role of ROS is lacking because of the potential participation of ROS in multiple components of these non-targeted effects. ROS could be involved in the elaboration of the signal by the producing (targeted) cell, or function as the intercellular signal or message, or function in the receiving mechanism transducing the signal and the mediator of a biological response in the unirradiated, receiving cell (for some examples see Klammer et al., 2015). So, although it is clear that ROS play a role in effects seen in bystander cells, it is difficult to know exactly what role they play and how this role may vary with dose, dose-rate or radiation quality. Therefore this is an area of active investigation that requires further study.

4.4. Extrapolation of current ROS experimental results to GCR exposures

ROS are a potential biomarker for GCR exposure as ROS increase is pervasively detected in multiple cell systems and tissues, in response to protons and heavy ions varying in mass, energy, fluence or dose (Baulch et al., 2015; Tseng et al., 2013; Alan Mitteer et al., 2015). While changes in LET/energy imparted by a particle appear to be less important, a critical factor may be the dose needed to achieve a threshold response following a single exposure (Baulch et al., 2015). Even though significant increases in overall protein carbonylation were detected in extracts of fibroblasts exposed to doses as low as 0.2 cGy (Gonon et al., 2013), an important unknown is whether the radiation environment in deep space will be sufficient to elicit ROS production in tissues in vivo (Held, 2009; Kronenberg and Cucinotta, 2012). Nonetheless, the sensitivity of ROS as a biomarker is supported by increased oxidative stress markers detected in erythrocytes (Rizzo et al., 2012), skin (Mao et al., 2014), and in the retinas of mice (Mao et al., 2013) after their return from space flight. An additional advantage for ROS as a biomarker is the persistence of the responses providing a wide window of opportunity for detection. However, to be useful as a biomarker to predict exposure effects, the mechanisms involved in ROS generation need to be elucidated.

4.5. Cell fate decisions and ROS patterns of expression

Antioxidants mitigate various short- and long-term effects of high-LET radiation exposure, even when administered post irradiation, suggesting that ROS generated in response to radiation and persisting over time are consequential for these outcomes (reviewed in Kennedy, 2014). Early ROS production modulates outcomes resulting from DNA damage load and complexity (Hada and Sutherland, 2006; Mitteer et al., 2015). ROS also regulate DNA damage responses and DNA repair by influencing the function of multiple DNA repair proteins, such as interfering with Ku binding to DNA, Ape1 and increasing ATM activity (reviewed in Sridharan et al., 2015).

ROS are both reporters and effectors of late tissue injury. At 24 weeks post exposure to whole body proton irradiation (1 Gy dose), hematopoietic stem cells (HSC) display increased ROS levels and are reduced in numbers and impaired in function (Chang et al., 2015). HSCs tightly regulate ROS levels, as low levels of ROS are required for proliferation, while higher levels promote differentiation and exhaustion of the undifferentiated pools (reviewed in Zhou et al., 2014). Similarly, in the central nervous system, unregulated high levels of ROS are also detrimental, as exhibited by cognitive dysfunction due to high ROS levels being reduced via over-expression of catalase (Parihar et al., 2015). A major difficulty in the interpretation of the biological consequences of redox changes in the absence of further understanding of the mechanisms involved is that the contribution of ROS is implicated based on the absence of an effect when antioxidants are used. However, experiments using antioxidants must be carefully interpreted as they may prevent adaptive responses (Kennedy, 2014; Zhou et al., 2014) in addition to having deleterious or confounding effects.

4.6. Ability of ROS measurements to predict cancer risk

Theoretically, ROS could be a biomarker suitable for defining cancer risk for multiple reasons. First, oxidative stress is a feature of most stages of cancer regardless of tissue of origin (Hussain et al., 2003), thus expected to reflect multiple tumor types, at various stages. Accordingly, markers for oxidative stress are elevated in the blood of cancer patients. Second, HZE-induced ROS increase during post irradiation events could influence cancer development processes such as cell initiation, inactivation and tissue repopulation by promoting cell death, senescence, and produce growth factors and cytokines that mediate bystander signaling (Sawant et al., 2001). Increased ROS levels correlate with cell transformation in the post radiation period (Redpath and Gutierrez, 2001). Stem cells, which are a cell type relevant for cancer initiation, exhibit robust ROS responses and are susceptible to ROS-mediated effects on their function. Lastly, initial studies suggest that ROS play a role in heavy ion-induced carcinogenesis. HZE-induced tumor incidence and burden can be reduced by antioxidant supplementation of the diet in animals (Kennedy, 2014). ROS are critical components of the non-targeted effects, which have been proposed to play a significant role in low-dose HZE-induced carcinogenesis (Cucinotta and Chappell, 2010; Weil et al., 2014). ROS might also be indirectly associated with carcinogenesis by promoting inflammation, which is causally associated with all the steps of carcinogenesis including initiation, promotion, and progression.

5. Radiation-induced immune/inflammatory changes

Immune/ inflammatory changes post exposure to IR are very pertinent to the ensuing cellular response. The predominant proteins induced are key transcription factors NF-κB and STATs that regulate pro-inflammatory cytokines such as TNF-α, IL-1, IL-6, GM-CSF, MCP-1 (Di Maggio et al., 2015). Immune cells secrete both pro
(IL-6, IL-1 and TNF-α) and anti-inflammatory cytokines (IL-10, 12) in response to IR (Fornenti and Demaria, 2009; Sergi et al., 2010). The cytokine levels obtained following exposures will tend to vary dependent on the assay used to measure them. For instance, IL-6, when measured in epithelial cells 24 h post exposure to 1.2 Gy of X-rays, shows a radiation-dependent increase via ELISA, whereas RNA transcripts increase much earlier (by 1 h), peaking at 2 h and declining to baseline by 8–24 h (Beetz et al., 1997). Also, the cytokine RNA profiles vary depending on whether they are derived from in vitro or in vivo measurements. For example, in vivo exposure (20 Gy) does not induce IFN-γ/ TNF-α, but in vitro exposure does. IL-1 and IL-6 are known to increase following in vivo exposures, but in vitro increases are not noted, likely due to a higher background in these experiments. Thus, such studies may provide more consistent findings and insights into the mechanisms affected if both protein levels and the function of macrophages/ primitive erythroid cells (PECs) are obtained (Chiang et al., 2007).

Recently a protein complex called the inflammasome was found in several immune cells post IR. It was caused by activation of caspase-1, triggered by cell death and could provide a novel acute and chronic immune response marker (Lorat et al., 2015). This is the first evidence of a clear protein complex whose downstream signaling causes cell death, suggesting a possible biomarker that is more robust compared to mere changes in hematopoietic numbers or levels of cytokines, that are not specifically altered by IR alone (Pernet et al., 2012). In addition, similar to these in vitro studies, in vivo evidence from the atomic bomb survivors (Life Span Study) and Chernobyl survivors, points to a similar common profile of impaired cellular immunity, increased humoral response and higher inflammation (Annex D, United Nations Scientific Committee on the Effects of Atomic Radiation, 2006) following radiation exposures.

5.1. Immune/inflammation baseline levels, normal variation and radiation-induced susceptibility

Baseline levels of proteins and cytokines can vary between different populations or individuals, depending on a number of factors including geographical location and health status. For example, IL-6 was elevated in persons having an increased risk of myocardial infarction (Ridker et al., 2000). A great degree of variability was observed in the various subsets of murine immune cells following radiation exposure (Gridley et al., 2002). B cells revealed the most sensitivity, followed by T cells, NK cells and then by the more radioresistant macrophages, DC and granulocytes. The sensitivity of immune cells to radiation is further influenced by age, sex and genetic background as exhibited by studies in mice and human cells (Lindsay et al., 2007).

5.2. Impact of dose, dose-rate and radiation quality on immune/inflammatory changes

Dose, radiation quality and time, all impact immune response to IR. High doses of low-LET IR suppress splenocyte mononervits. In human peripheral blood lymphocytes (PBL), X-rays induced dose-dependent increases in TNF-β4 and CCL2 mRNA, two inflammation associated genes (Wang et al., 2014). In coronary artery endothelial cells, mir146, a key miRNA regulator in both the innate and adaptive immune response, was up-regulated by both single and fractionated high doses of radiation. Several chemokines showed a direct correlation with mir146 levels. In addition, other miRNAs showed inverse correlations with immune response genes emphasizing the role of miRNAs in inflammation (Palayoor et al., 2014). Low doses suppressed apoptosis and increased the number of splenocytes, reflecting a radiation-induced redistribution between different compartments of the hematopoietic system (Bogdandi et al., 2010). However, single low doses of low-LET radiation (0.5–1 Gy) also hampered adhesion, induced apoptosis, and reduced iNOS. A lower oxidative burst in macrophages exhibiting a biphasic (non-linear) response was also shown to modulate inflammation (Rödel et al., 2012).

Lymphocytes, one of the hematopoietic types of cells showing the most sensitivity to radiation, were depleted with exposure to medium from cells exposed to high doses (>200–400 mGy) of radiation, although the degree of depletion was dependent on the species. Depletion of PBL was observed over the first few days post radiation exposure and corresponded with an increase in CAs. This depletion has served as an established measurement of IR induced immune response (Williams et al., 2010), and is thought to be caused by cell death, altered cell trafficking, inhibition of normal cell differentiation and/or failure of correct homing of hematopoietic progenitors. However, at lower doses (<0.2 Gy/d) and low dose rates (<0.1 Gy/h) there is a latent immuno-stimulatory effect involving both acquired and innate immunity (United Nations Scientific Committee on the Effects of Atomic Radiation, 2006), although the degree of this effect was dependent on the strain of mice used. Another subset of cells, the hematopoietic progenitors, show significantly reduced homing capacity following fractionated radiation, as opposed to a single dose (Singh et al., 2009; Storb et al., 1994), implying that more damage may occur in the host stromal environment with fractionated doses. Post exposure, immune cells ability to return to homeostasis takes months and they can exhibit an increase in adaptive immunity that enhances radiosensitivity upon subsequent exposures (Seed, 1996). Total body irradiation (TBI) can result in a loss of blood cells, resulting in the acute radiation syndrome often seen at high doses, irrespective of the type of radiation or dose rate (Sanzar et al., 2015). However, a protracted low-dose low-dose-rate (LDR) exposure of γ-rays to the skin showed a reduced immuno-reactivity compared to an acute gamma-ray or proton exposure, and was perhaps due to an adaptive-type of response (Mao et al., 2013).

Autoimmunity was evident in mice following a fractionated lymphoid exposure (2.5 Gy of γ-radiation/ day, 5 times/ week equal to a total dose of 42.5 Gy). This autoimmunity could be prevented by inoculation of CD4+ but not CD8+ T cells (Sakaguchi et al., 1994). In contrast, low dose γ-radiation (single acute 0.5 Gy exposure) has been used to attenuate arthritis, lupus and multiple sclerosis, and is thought to work by decreasing IL-6, and up-regulating Tregs cells. However, this same treatment can exacerbate asthma, atopic dermatitis and Hashimoto’s Thyroiditis by decreasing IFNγ and up-regulating CD4+ T cells. These studies in total suggest that high doses of IR may cause immunosuppression, but that following low dose results can differ depending on the cell type.

How dose rate may affect cellular immune responses is unclear. Some studies report normal ratios of T cells (CD3+/CD4+) with chronic low dose rates (1.2 m/h) (Ina and Sakai, 2005). A γ-ray study revealed that irrespective of dose rate there was activation of a pro-inflammatory response with some significantly altered cytokines including notch ligand Jag 2, which has a critical role in development of lymphocytes and NK cells. This response likely reflects the anti-tumor immune response of the thymus. However, at high dose rates, immunosuppression was typically observed (Shina et al., 2011). Therefore, in total, these studies reveal that changes in dose rate may result in different and variable effects.

Cytokine expression post radiation peaks approximately 4–24 h post IR, with pro-inflammatory cytokines, such as TNF-α, IFN-γ from monocytes/macrophages and ILs from T/ B cells (Kusunoki and Hayashi, 2008), aiding in immune recovery at the expense of disturbed homeostasis. This increase in inflammatory cells and cytokines results in a chronic increase in ROS (Ryan, 2012), altering cell differentiation and cell fate. There is some evidence that high
doses of IR induce a rapid decrease in all types of immune cells in vivo, followed by regeneration by day 7. However, low doses show no evidence of regeneration by day 7, thus additional studies with longer time points post exposure are needed to reach definitive conclusions regarding how time and dose influence immune responses (Bogdándi et al., 2010).

Radiation has a significant effect on the immune response. For example, in vitro studies show little change with low doses (0.05–0.5 Gy) of low-LET IR in terms of cytokines levels, surface antigen expression or maturation of DC (Jahns et al., 2011). Although at a dose of 1 Gy or greater some non-significant induction (IL1β and TNFα, MCP1) or suppression (IL-10, IL-8) of certain cytokines were seen. However, following HZE exposure more significant changes were observed, including the expression of ICAM-1 resulting in vascular dysfunction (Cherry et al., 2012), the alteration of tissue architecture, and lymphoid cell distribution in spleen and thymus tissues following carbon ions exposure (Erofeeva et al., 2000; Grigorenko et al., 1998). 56Fe ion exposure resulted in persistent increases in circulating B-cells after total body irradiation, although these changes were not observed consistently (Gridley et al., 2002; Pecaut and Gridley, 2011). A recent review (Girdhani et al., 2013) summarizes the effects of protons in repressing neovascularization and immune responses, which then can affect cancer progression and metastasis. Protons, depending on dose, can inhibit angiogenesis, invasion and inflammatory cytokines’ release (Girdhani et al., 2012). Thus, radiation quality can play a unique role in modifying or exacerbating the immune response.

5.3. Ability of immune/inflammatory experimental results to be extrapolated to GCR type exposures

The mixed field, chronic, low-dose exposures in space pose a unique challenge to measure immune/ inflammatory changes. Gridley et al. (2002) showed that lymphoid cells and tissues are markedly affected by high-LET radiation at relatively low doses, with some changes that persist long after exposure, and that different consequences may be induced by different densities of ionizing particles. Thus simultaneous exposure to multiple radiation qualities at different energies could lead to a broader spectrum of immune dysfunction than currently anticipated (Gridley et al., 2002). The immune profile of Apollo astronauts showed fluctuations in PBL, but all were within normal limits and cells were immunocompetent (Kimsey et al., 1975). A shift in Th2 was also seen which might cause an increased risk for autoimmune disorders. However, the genetic bias for cytokine profiles of different mouse strains is known and this information could be used in selection of astronaut populations that may exhibit a more radioreistant genotype and be better suited for the long space travel. In surveying the literature, immune changes measured with low- and high-LET radiation have overall shown a huge variability in results based on alterations in dose and radiation quality studies, thus extrapolating immune changes observed in these in vitro and in vivo rodent studies to GCR exposures for astronauts in space will likely be challenging.

5.4. Immune/inflammatory changes relationship to cell fate decisions

Immune/inflammatory changes affect many other biological systems. For example, low doses of radiation causes a decrease in cytokine secretion and antigen uptake in differentiated bone marrow dendritic cells in vivo. This pattern implies a shift towards immune tolerance rather than immune activation. Low doses of radiation appear to modulate the immune and hematopoietic system to prevent autoimmunity (Chun et al., 2013). Immune responses and senescence appear tightly linked in that IR induced senescent cells are likely a source of inflammatory mediators that appear to enhance tumor progression (Davalos et al., 2010). Low dose protracted exposure (5cGy/every 12 h to a total dose of 10 Gy) to X-rays induced senescence in human mammary fibroblasts by fostering an oncogenic environment (Chuang et al., 2005). Factors released from senescent cells induce proinflammatory cytokines that likely include signaling NK cells to clear senescent debris, and resulting in a chronic inflammatory response (Freund et al., 2010). A recent study demonstrates that IR impairs T cell activation by altering metabolic reprogramming (Li et al., 2015). Together these studies imply that a chronic inflammatory phenotype seems to drive tumor cell progression.

5.5. Ability of inflammation/immune changes to predict cancer risk from high-LET exposures

The immune response following radiation is a double edged sword: immune surveillance is able to get rid of preclinical cancers, however due to chronic inflammation and inappropriate hormonal response tumor promotion/ progression is stimulated (Prestwich et al., 2008). A limited amount of research has been performed on the effects of the immune response following radiation, and most studies have been done using relatively higher doses of protons and γ-rays (1–3 Gy), and even fewer studies using heavy ions (Kennedy, 2014; Gridley et al., 2002). However, these studies suggest that immune/inflammatory changes can serve as a biomarker for cancer following high-LET exposure due to the major effects observed in lymphoid cells at very low doses (Gridley et al., 2002). IL-8 secreted from normal prostate epithelial cells was strongly correlated with cancer aggressiveness (Neveu et al., 2013). A more detailed study of what these immune changes mean in relation to cancer outcome is needed. As there have been few studies addressing the need for low dose (<0.5 Gy or lower) low dose rate for both low/ high-LET radiation induced immune response (Blakey and Chang, 2007), we reiterate that for immune response alterations to be used as a clear biomarker, its role in mechanisms affecting cell fate decisions, such as metabolism changes which shift effects to promote tumor progression needs to be defined. In irradiated mice, radiation-induced genomic instability can result from specific cell interactions and macrophages via cytokines and ROS/RNS expression (Barcellos-Hoff et al., 2015). These results caused the authors to conclude that cellular interactions augment radiogenic cancer risk and that the central player is the innate immune system.

5.6. Evidence for non-targeted immune/inflammatory responses

Both the targeted (TE) and non-targeted effects (NTE) of IR result in inflammatory or immunosuppressive effects (Prestwich et al., 2008). Due to inter-dependence of TE and NTE, NTE creates a milieu where cancer progresses (Barcellos-Hoff et al., 2014). In spleens of head-only 56Fe exposed mice there is an increase in B cells following a 5 Gy dose. This effect was likely due to the radiation injury causing cellular proliferation of activated B-cells, and antibody production against the released brain specific self-antigens (Pecaut and Gridley, 2011). NTE were also recently observed following relatively low doses of hypo-fractionated protons (1 Gy) or HZE ions (0.5 Gy) following thoracic spinal column exposures, and found to increase a microglial marker in the rat brain and NFkB in heart tissue (Suresh Kumar et al., 2015). Thus, a survey of the literature in this area allows us to conclude that NTE is observed as a consequence of an altered immune response, and in response to both single and hypo-fractionated doses of both low and high-LET radiation.
6. Chromosome aberrations (CA)

Aberrations in chromosome structure and number are a major consequence of misrepair of DSBs and chromosome mis-segregation caused by ionizing radiation. This is especially significant as chromosome instability is not just an accepted hallmark of cancer but also a primary driver of tumor initiation and tumor growth. Both numerical alterations in chromosomes and several types of structural aberrations have been noted in tumors. The types of aberrations include those resulting from intra chromosomal exchanges (terminal deletions, interstitial deletions, centric rings, acentric rings and pericentric inversions) and two types that result from exchanges between chromosomes (dicentrics and reciprocal translocations). These alterations can be distinguished via cytogenetic analysis of Giemsa stained chromosomes (Mitelman et al., 2005). Giemsa (G) banding, the current gold standard and the first technique used to assess aberrations, produces a characteristic staining pattern that precisely differentiates each chromosome based on its heterochromatic regions. Copy number changes greater than 6Mb and 9Mb can be discriminated with ~400–500 bands respectively. However, this technique is labor intensive and smaller aberrations can be detected only if they alter the density and/or pattern of bands in the region of interest (Geierbach et al., 2014). Newer techniques such as FISH (fluorescence in situ hybridization) and m-FISH (multiplex-FISH) have leveraged the use of multi-colored probes to distinguish individual chromosomes; thus increasing the ease of detection. Nevertheless neither of these techniques allow the simultaneous high-resolution assessment of all types of chromosome rearrangements (Bailey and Cornforth, 2007), as detection resolution is in the Mb range (Cornforth et al., 2002). To overcome this limitation, recent models such as BDTRACKS (biological damage by stochastic tracks) (Ponomarev et al., 2014) that can simulate smaller translocations on a theoretical level have been used to complement experimental results. This improvement in detection sensitivity using theoretical modeling is especially useful to assess radiation quality effects of high-LET radiation.

6.1. Baseline levels and individual variation in CAs

A number of studies have reported intra- and inter-individual variations of baseline frequencies of CAs in various human cell lines. Individual factors such as age, gender, life style factors, (smoking, alcohol drinking, dietary habits, vitamin intake, and physical activity), occupational exposure and geographical location seem to account for a significant proportion of this variability. Combined analysis of the impact of each of these variables, as in the study by Bolognesi et al. (1997), emphasizes the need to take into account the potential confounding effect of each variable in the design of bio-monitoring studies based on CAs. As differences in CA levels can be sensitively detected with various modifying factors, CA may be a very useful biomarker to accurately assess the additional genotoxic risk contributed by space radiation exposure (Hagmar et al., 1998).

6.2. Impact of dose, dose rate, radiation quality and time on CAs

Most studies have noted that dose dependence of CAs can be linear or linear-quadratic, depending on the ion and the energy. The number of CAs has been shown to increase with an increase in LET. Assessing the dose-rate dependence of CAs is more challenging as immediate repair post DNA damage has an influence on the persistence of accumulated CAs over time. For low-LET radiation, the yield of CAs progressively diminishes at lower doses and dose rates (Cornforth et al., 2002) and results in a dose response curve that exhibits a pronounced upward curvature at high dose rates and close to linearity at low dose rates (LDR). For low doses of high-LET radiation, the relationship between CAs and exposure is still uncertain, as only a small proportion of cells are directly hit. Estimates of risk from low doses at LDR exposures are often extrapolated using data from Japanese atomic bomb survivors using either a linear or linear-quadratic model. Radiation risk estimates for space exposures are extrapolated from epidemiological data obtained on Earth for cohorts exposed predominantly to acute doses of gamma rays, making results highly problematic and error-prone. The uncertainty can be reduced, if risk estimates are compared directly to space radiation-induced biological alterations, i.e. by detecting biomarkers such as CAs in astronauts. CDD from high-LET radiation have a significant impact on the complexity of the aberrations observed. High-LET radiation is known to result in a higher yield of complex exchanges, or exchanges involving greater than two breaks in two or more chromosomes, and to greatly impact cellular cytotoxicity. In comparison to low-LET, wherein the DNA damage at LDR is a small additional component close to the background level of DNA damage, heavy ions cause a great yield of complex CAs in the population of directly hit cells. At lower doses and dose rates, the overall fraction of the cells with one direct hit is much smaller and is of primary importance for human space missions, as this type of exposure more closely mimics the average cumulative fluence for a mission to Mars. Statistical models have extrapolated rules for dose and dose-rate dependence for different repair mechanisms, as reviewed in Sachs et al. (1997), with results based on the number of independent hits per cell. These rules differentiate between “1-track action” and “2-track action”. The dose and dose-rate dependencies are more complicated for 2-track action than for 1-track as the former includes cumulative effect from two independent radiation hits. As the number of tracks is linearly proportional to dose, 2-track action usually produces an approximately quadratic yield with dose.

When dose is given over a protracted time, 2-track action usually produces a smaller effect as repair can take place before the second hit. However, the yield of 1-track action is linearly proportional to dose and is independent of dose-rate. mFISH and spectral karyotyping techniques have led to an explosive increase in cytogenetic data, which, together with computer-assisted modeling, has provided new insights into the formation of radiation-induced CAs (Ponomarev et al., 2014). In mammalian cells, mechanistic evidence on dose-response/dose-rate relationships suggests complex aberrations occur by a breakage-and-reunion mechanism during NHEJ in G0/G1. The persistence of CAs is also an important factor for human space flight as most differentiated cells like neurons, CAs persist until the death of the organism or until the cell undergoes programmed cell death or mitotic death. However, in lymphocytes, although CAs might not last for the lifetime of a person, they do persist for the duration of a typical space flight. Assessing risk from the gradual accumulation of CAs in an astronaut during deep space missions is a major challenge as current experimental data uses primarily acute exposures or at best fractionated exposures for both for cells and animals.

6.3. Evidence for non-targeted CAs

Several studies provide evidence of a NTE for induction of chromosomal aberrations in bystander cells with high-LET exposures. For example, a non-linear dose-response for CAs has been noted in both lymphocytes and fibroblasts at very low doses of high-LET radiation exposure (Hada et al., 2014a, 2014b). It has been suggested that these non-targeted effects could be caused by aberrant cell signaling, involving nitric oxide and TGF-β, or by doses from delta-rays that do not directly traverse the cell nuclei. These results invoke a new paradigm to explain the shape of these dose-response relationships that postulates that the linear dose-response
relationship observed for the induction of chromosome aberrations following exposure to high-LET radiation is a combination of bystander and direct effects (Geard et al., 2002). Similar results have been noted with alpha particle exposures. It has been demonstrated that an alpha-particle transversal produces chromosome damage in both the directly “hit” cell and in the “bystander cells” that receive very little energy deposition. This bystander effect results in the low dose induction of chromosome aberrations (Ponnaiya et al., 2007). As the dose increases, the frequency of bystander chromosome aberrations remains constant and the frequency of directly induced aberrations continues to increase. The combination of both bystander and direct effects is thought to contribute to the linear increase in chromosome aberrations even at very low doses. Understanding the contribution of NTEs to both dose and the nature and complexity of the resulting CAs will be essential to define its significance in defining cancer risk.

6.4. Extrapolation of CAs experimental results to GCR type exposures

Thus far, the majority of studies assessing radiation-induced CAs have used human cells and animal models and single ion or mixed beam exposures that mimic exposure to a specific set of ions at selected doses and dose rates. Since the material of the spacecraft, shielding and the human body itself can change the particle energy and create secondary fragments of the original GCR particle, more ground-based studies are required to understand how the energy and type of particles influence the yields of various types of CA. Recent expansion of the beam capabilities at NSRL, Brookhaven National Laboratory to simulate GCR exposure will aid in mimicking exposures closer to those found in space. One major caveat in extrapolating rodent and murine results to humans is that mice have a different spectrum of cancers and are more prone to developing leukemia than humans who develop more solid tumors. Combining rodent results with studies in lymphocytes from astronauts might provide a better estimate of risk from long-term missions. NASA assesses cytogenetic damage in lymphocytes of astronauts and uses these data to validate and develop risk-assessment models for characterizing excess health risk from space-radiation exposure. Chromosomal aberrations in peripheral blood lymphocytes (PBLs) are a unique biomarker that can provide simultaneous information on dose, dose equivalent and risk, and have been extensively measured in astronauts during the past 10 years. Recent results show a fast time-dependent decay of chromosomal aberrations in blood lymphocytes after space flight and a lack of correlation between translocations and cumulative dose in astronauts involved in multiple missions. This lack of correlation with cumulative dose may in part be attributed to individual variability in the kinetics of repair post cosmic radiation exposure (Durante, 2005).

6.5. Relationship between CAs and cell fate decisions

The presence of CAs in a cell can have a profound impact on cell fate. Basically there are a few cell fates that are possible for a cell containing CAs. If the CA does not disrupt any vital genes important for normal cell function then there will likely be no phenotype change. However, if lethal aberrations such as dicentrics are induced, a cell can undergo apoptosis or cell death. In the context of carcinogenesis, this would likely be a protective mechanism that prevents the proliferation of damaged cells. Other cellular processes, such as cell cycle arrest and mitotic death can result from similar types of aberrations. Thus, all of these options result in a similar outcome whereby proliferation of genetically damaged cells is prevented (Jaiswal and Lindqvist, 2015). Another cell fate choice that has the highest impact on cancer risk is when a cell containing a CA does not result in lethality, but instead continues to proliferate. This non-lethal genomic damage can propagate genomic instability with every cell division and thus potentiate carcinogenesis.

6.6. CAs ability to predict cancer risk following high-LET exposures

There is evidence for recurring translocations that provide transforming events for the development of leukemia and lymphoma. However, although cytogenetic aberrations are commonly seen in solid tumors, they typically do not contribute to tumor development and have different dose- and dose-rate dependencies (Albertson et al., 2003). A number of studies have used CA’s yields as a biomarker of cancer risk (Bonassi et al., 2008). However, CA’s have been noted in various tumors independent of radiation exposure. It is clear from numerous studies that many tumors contain high levels and heterogeneity in CA that is often associated with a higher tumor grade and poorer prognosis. However, it is not clear whether CA’s initiate tumorigenesis or are simply a reflection of the chromosomal instability within the tumor (Giam and Rancati, 2015). Although predicting radiation-induced cancers in different population cohorts based on microdosimetry is difficult, the current risk projected from high doses incorporates effects of dose-rate, and is in part based on the linear-quadratic model and yields of CA’s (Fry et al., 1997). We expect that an increased knowledge of RBEs for radiation-induced CAs will help mission planners develop better risk reduction strategies (Panganiban et al., 2013).

7. Mutations

Mutations are essential features of cancer (Hanahan and Weinberg, 2011) and ionizing radiation was the first environmental mutagen identified (Muller, 1927). Mutations can serve as bioindicators of radiation effects as a function of dose, dose rate and radiation quality. Studies make use of specific genetic loci with screening strategies that allow for the detection of mutational events through biochemical assays. Often, the mutations identified using these strategies are not directly linked to tumor formation. However, information gathered in these studies can guide our understanding of the types of mutational events likely to occur at loci directly linked to the formation of radiogenic tumors. The loss of function for tumor suppressor genes requires mutation of two alleles to enable tumor formation. Model systems allow quantification of mutations at heterozygous autosomal loci. In these models, one copy of a target gene, such as thymidine kinase (TK1, or Tk) or adenine phosphoribosyltransferase (APRT, or Aptr), has been inactivated and a mutagenic event that results in the loss of function of the second copy of the gene can be selected using a chemical that kills normal cells. Mutations can also occur in dominant oncogenes. In this case, mutation of a single allele can lead to tumorigenesis (Land et al., 1983).

Ionizing radiation produces mutations by various mechanisms, including single base-pair substitutions (Grosovsky et al., 1988), small insertions and deletions, loss of the entire gene, multi-locus deletions, recombination-mediated events leading to loss of heterozygosity (LOH), and chromosome loss (a form of aneuploidy) (reviewed in Turker et al., 2009; Wiese et al., 2001). Studies using single copy genes, such as the X-linked hypoxanthine phosphoribosyltransferase (HPRT, or Hprt) gene, detect a subset of the radiation-induced events seen at an autosomal locus (Liber et al., 1989). Mutation at the CD59 locus in human x hamster hybrid cells has been used to demonstrate that ionizing radiation often produces chromosomal scale events, including whole chromosome loss, although such events are often lethal in normal human cells (Kraemer et al., 2001).
7.1. Ability to detect mutations at low doses and dose-rates

In early work, hybrid male mice were irradiated and mated with un-irradiated females that harbored seven recessive loci. Mutations were assessed in these seven marker loci in the offspring. The dose-response for mutant frequency for these dispersed genomic regions was linear, regardless of the dose-rate. Low dose-rate exposures (0.8 Gy min⁻¹ or less) of low-LET radiation delivered to stem cell spermatogonia induced only ~1/3 as many mutations in the offspring as those delivered as single, high dose-rate exposure (Russell et al., 1958; Russell and Kelly, 1982). The reduction in mutant frequency at lower dose-rates was later associated with a decline in “large lesion” mutations (Russell and Hunsicker, 2012). Since these data reflect radiation effects on the irradiated male germ line, it is more challenging to extrapolate these findings to somatic cells in adults, where most human cancers develop.

Other systems have examined mutations generated via specific molecular mechanisms. The pUN mouse monitors deletion formation. The dose-response for pUN mutations following acute X-ray exposure was linear down to 1 cGy. (Schiestl et al., 1994). Radiation-induced autosomal mutations were also studied in Dib-1 heterozygous mice. Mutations were measured in intestinal stem cells and their progeny, cells thought to be important in carcinogenesis. Fewer γ-ray-induced mutations occurred when the dose rate was lowered to 0.01 Gy min⁻¹ (Winton et al., 1989).

Not all studies confirm a sparing effect for low dose-rate exposure to low-LET radiations. The frequencies of HPRT mutations in a human lymphoblast cell line following protracted X-ray exposure could not be distinguished from mutant frequencies measured after acute exposure, indicating no dose-rate effect in this cell type (Grosovsky and Little, 1985). Other studies using the same cell line have found an inverse dose rate effect for autosomal TK1 mutation (Amundson and Chen, 1996; Brenner et al., 1996).

7.2. Comparison of in vitro and in vivo mutation results and considerations of cross-species extrapolation

The Aprt heterozygous mouse model allows the translation of mutation studies from in vitro to in vivo. Mutations were characterized in kidney cells irradiated in vitro, or in cells retrieved from kidneys of irradiated mice. All of the types of mutational events that occurred in kidney cells exposed in vitro also occurred in vivo (Ponomareva et al., 2002). The chromosomal milieu of Aprt in the mouse is similar to that for TK1 in human cells. This aids in cross-species extrapolations of mutational risk, although one class of radiation-induced mutations (whole chromosome loss) that can be observed in the Aprt mouse model is not detected in the human cells.

7.3. Tissue specific effects of radiation mutagenesis – low-LET

Radiation mutagenesis has been examined in the LacZ mouse, in which many copies of the bacterial LacZ gene were introduced in the germline, and are present in all tissues of the progeny (Boerrigter et al., 1995). No cell division is needed in the tissue to detect mutants. X-ray-induced mutations were studied in lung, spleen and liver (Gossen et al., 1995). Proton-induced mutations were studied in brain and spleen (Chang et al., 2005). Mutant frequencies differed for each tissue as a function of dose and time, demonstrating tissue specificity for one form of low-LET radiation encountered in space flight (Chang et al., 2005). While the LacZ mouse model cannot detect chromosomal scale changes, the Aprt heterozygous mouse model can measure very large, tissue specific mutational events (Ponomareva et al., 2002). Both the strain background and the developmental age of the animal are important when examining radiogenic Aprt mutations (see e.g. Liang et al., 2007).

7.4. Effects of LET and dose rate on mutant frequency

The effects of ionization density on mutant frequency have been well characterized. An LET dependence was seen for the induction of Hprt mutants in Chinese hamster V79 cells (Thacker et al., 1979) and for the induction of HPRT mutants in human fibroblasts (Cox and Masson, 1979; Chen et al., 1994). The maximum effectiveness for the induction of HPRT mutants was in the LET range from 90–200 keV·μm⁻¹.

The frequencies of HPRT mutants and autosomal TK1 mutants were measured in TK6 human lymphoid cells as a function of LET. More mutants were detected for the TK1 locus, regardless of the LET (Kronenberg et al., 1995). The greatest yield of TK1 mutants was achieved at 61 keV·μm⁻¹, after which it declined sharply as LET increased. In contrast, the yield of HPRT mutants reached a maximum at 95 keV·μm⁻¹, but remained relatively flat as LET increased. Recent studies using a different human lymphoblast cell line confirmed the maximum in the LET response for TK1 mutations (Liber et al., 2014). In vitro and in vivo studies on the induction of autosomal Aprt mutants in mouse kidney epithelium also demonstrate a strong effect of LET. Densely ionizing Fe ions were substantially more mutagenic than sparsely ionizing protons, whether the results are considered in terms of dose or in terms of particle fluence (Kronenberg et al., 1999; Kronenberg et al., 2013).

The effects of dose-rate on high-LET mutagenesis are less well studied. Protracted exposure of human lymphoblasts to fast neutrons at very low dose-rates resulted in an increased mutant frequency as the dose-rate was lowered (Kronenberg, 1991). The effect of dose-fractionation on the induction of Aprt mutants was studied in proton-exposed mouse kidney epithelial cells. Mutant frequencies were lower when the dose was fractionated but there also was less cytotoxicity, leading to only a very slight reduction in the mutational burden in the tissue compared with the results for an acute exposure (Kronenberg et al., 2013).

7.5. Non-targeted effects on mutation frequency

Non-targeted effects contribute to charged particle mutagenesis, particularly at low fluence. A charged particle microbeam enabled the targeted delivery of 20 α particles to 20% of the A₉ cells in the population. No mutations should arise in the directly irradiated A₉ cells, since this high alpha-particle dose is lethal to the targeted cells. Yet the frequency of CD58-deficient mutants was increased in the bulk culture, suggesting that the non-irradiated cells were the source of the increased mutant fraction (Zhou et al., 2000). Additional microbeam studies indicated that bystander mutagenesis was a major component of the overall mutational response at low fluence (Zhou et al., 2001).

7.6. Molecular approaches – results following low-LET or high-LET exposures

It has been well documented that ionizing radiation can create small mutations (Grosovsky et al., 1988; Liber et al., 1986). When the mutational system is less restrictive, ionizing radiation often produces large genomic changes. The TK1 locus in human cells, or the Aprt locus in mice, each are able to detect large deletion mutations and complex mutation (Ponomareva et al., 2002; Yandell et al., 1990). High-LET radiation produces large mutations at very low particle fluences that include chromosomal rearrangements and/or chromosome loss (Wiese et al., 2001; Kraemer et al., 2001; Hryciw et al., 2015). In contrast, mutations that arise from
the non-targeted effects of irradiation resemble spontaneous mutants and not the majority of the directly induced mutants seen at short times following exposure (Chang and Little, 1992).

7.7. Relationship between mutations and cancer

Second step autosomal mutations play important roles in heterozygous cancer models that have assessed charged particle-induced tumorigenesis, including Apc mutation leading to intestinal tumors (Trani et al., 2014; Datta et al., 2013), Ptene mutation leading to gliomas (McElin et al., 2010), and Spf1 (PU.1) in acute myeloid leukemia (AML) (Genik et al., 2014). Studies of radiogenic AML in mice have examined PU.1 mutations on chromosome two. Deletion of one allele of PU.1 was proposed as a candidate bioindicator for radiogenic AML (Peng et al., 2009). Point mutation of the second PU.1 allele is not radiation related, and mutation of other genes located near PU.1 may be particularly important in radiogenic AML in different mouse strains. A study on the induction of radiation-induced glioblastoma suggests that radiogenic loss of the tumor suppressor Ink4b can elevate tumorigenesis in sensitized mouse models, and that amplification of the Met oncogene is also a common feature of radiation-induced tumors (Camacho et al., 2015).

7.8. New technologies to identify mutations and links to carcinogenic mechanisms

New approaches to the analysis of mutations are becoming available with the advent of dense SNP arrays, next-generation DNA and RNA sequencing, ChIP sequencing, and advanced molecular cytogenetic approaches. Associating radiation-induced changes with particular point mutations, loss of heterozygosity, or other events that may be causal to tumor formation will be challenging, given the wide variety of molecular events that lead to radiation-induced mutations and the large number of driver and passenger mutations found in human tumors (Bozic et al., 2010; Vogelstein et al., 2013).

7.9. Mammalian mutation assays with relevance to space flight conditions

Some mutation assays are particularly sensitive for the detection of mutations induced by low to moderate doses of charged particle radiation (Wiese et al., 2001; Kronenberg et al., 1995; Liber et al., 2014). A low fluence of heavy ions, including exposures as low as an average of one particle traversal per cell nucleus, can produce "radiation signature" mutations including deletions and complex mutations that often reflect chromosomal rearrangements (Hryciw et al., 2015). Furthermore, mutation experiments have been performed with mammalian cells on the ISS under specialized conditions (Yatagai et al., 2011). Together, these results indicate the utility of mutation assays to evaluate at least some of the essential features of the carcinogenic process at space-relevant doses.

8. Telomere dysfunction and carcinogenesis

Telomeres, the protective caps at the end of the chromosome, play an important role in maintaining genome stability. Telomere length is determined by the number of repetitive TTAGGG sequences at the ends of the chromosome and varies between species. The binding and interaction of ssDNA and dsDNA binding proteins to this backbone allows the formation of a uniquely folded tertiary structure. This structure prevents both chromosomal end fusions and the initiation of DNA damage responses that can propagate chromosomal instability (Blackburn et al., 2000). Both the minimum length of the telomere and maintenance of the nucleo-protein structure impact its function in safeguarding chromosome ends. Maintaining this length is inherently challenging as telomeres lose ~50–100 bps with each cell division, due to the end replication problem of DNA polymerase. This problem is overcome by telomerase (TERT) that synthesizes and elongates telomere repeats to maintain length. Although stem or progenitor cells still contain telomerase, the limited or lack of telomerase activity in normal differentiated somatic cells typically results in telomere shortening and governs the replicative life span of each cell (Broccoli et al., 1995; Hijama et al., 1995). Studies have shown that in addition to restricting stem cell function, regeneration, and organ maintenance (Henriques and Ferreira, 2012), the systemic effects of telomere dysfunction include an increased cancer risk (Ju et al., 2006). Unlimited proliferation caused by the reactivation of telomerase is a hallmark of cancer and allows for the continued maintenance of cells with short telomeres. Genome-wide association studies have revealed the TERT-CLPTM1 locus as a susceptibility factor for multiple malignancies. The association of TERT polymorphisms (rs2853691, rs2736100 and rs451360), deregulation and expression changes in TERT and other proteins that bind telomere ends with the progression and prognosis of cancers, all point to the key role of telomere regulation in maintaining cellular homeostasis.

8.1. Caveats specific to measuring telomere length

The gold standard for measuring telomere length is Terminal Restriction Fragment (TRF) Southern blot. DNA restriction digests are run on a pulse-field gel and an approximate average telomere length within the population is determined using a probe specific to the telomere sequence. As repeats lack restriction sites of interest, addition of sub-telomeric regions impacts the accuracy of measurement, especially at the single cell level. qPCR can be used to quantify the abundance of telomeric DNA in a sample. Q-FISH or telomere FISH is an alternate method that uses fluorescently-tagged peptide nucleic acid (PNA) probes to hybridize to telomere repeats in chromosome spreads. Although this labor-intensive method requires a fair number of cells, the ability to detail individual telomere lengths at a resolution of ~200 bps, and also estimate the amount of telomeric DNA in interstitial sites is a proven advantage. A modification of this technique to support high-throughput analysis using flow cytometry is called FLOW-FISH. This method requires smaller amounts of DNA and has the ability to define average telomere length in the entire cell population. Recently a novel assay, ADDIT (addition of de novo initiated telomeres), was developed to enable the assessment of new repeats at a single telomere and has revealed the importance of proteins such as ATM in telomere maintenance (Lee et al., 2015).

8.2. Relationship of telomere length and telomerase activity to dose, radiation quality and time

A number of studies have reported an increase in telomerase activity with radiation exposure (Hande et al., 1998; Leteurtre et al., 1997). This induction appears to be cell type specific (Finnon et al., 2000; Sischy et al., 2015) and exhibits dose-dependence and temporal kinetics. Increase in activity has been noted as early as 0.5 h and up to 24 h following exposure of fibroblasts and lymphoblasts to low-LET radiation. Interestingly, studies in TK6 and WTK1 lymphoblasts reveal a dose-dependent increase in telomere length fourteen days post radiation exposure, suggesting different mechanisms in play regulating telomere dysfunction at these late times. Of note, the induction of telomerase activity at low doses of radiation exposure is independent of wild-type TP53.
Very few studies have compared the effect of low and high-LET radiation on telomere length. High-LET exposures typically appear to increase telomere length at both early and late time points (Berardinelli et al., 2014). In contrast, low-LET radiation appears to either cause an initial shortening or no change in length, depending on cell type and subsequent lengthening at long times, similar to high-LET radiation (Neuf et al., 2001; Ojima et al., 2004). Reactivation of telomerase post high-LET exposure has been postulated to be the cause behind early telomere elongation. Studies indicate that telomere length increase can occur in the absence of telomerase activation, even at doses up to 10 Gy of X-rays or protons suggesting a telomerase-independent mechanism for elongation (Berardinelli et al., 2010). Both short and long-term studies on PBLs from cancer patients undergoing radiotherapy (15–74 Gy) reveal that although telomere length distribution remains unchanged, there is a significant dose-dependent decrease in the number of short telomeres (<4.4 kb) (Maeda et al., 2013). It has been speculated that following radiation cells with shorter telomeres could be selectively lost, or radiation specifically targets only shorter telomeres for elongation.

Some studies have shown that the immediate effects of radiation on telomere length are dependent on cell type, dose, and LET. While length changes were absent post low doses (0.1–1 Gy) in AG1522 fibroblasts with both low or high-LET radiation (Nieri et al., 2013), another study showed telomere elongation specific to high-LET proton exposure (4 Gy) in human HFF2 fibroblasts (Berardinelli et al., 2013, 2011). As telomeres make up less than 1% of the total genomic DNA (Fumagalli et al., 2012), it is unlikely that the effect of radiation on telomeres of the entire population is caused by direct ionization during the initial exposure. Given this, and the presence of telomere length changes in unirradiated bystander cells and the progeny of irradiated cells, it is plausible that telomere dysfunction post-radiation is caused by errors in telomere maintenance. The sensitivity of telomere length to initial and persistent ROS (Henle et al., 1999) supports the existence of a non-targeted effect on telomere length regulation.

Maintenance of telomere length appears to be strictly regulated by various proteins. One such example is ATM kinase, which is activated by radiation exposure and essential for normal length elongation (Lee et al., 2015), but dispensable for lengthening of short telomeres (Feldser et al., 2006). Studies using immortal human cells suggest that both ATM and ATR are required to localize telomerase to telomeres (Tong et al., 2015). The fine regulation of telomere length by dose, radiation quality and persistence of effects with time makes this an attractive biomarker to interrogate long-term carcinogenic effects of radiation.

### 8.3. Consequences of telomere changes on cell fate

Changes in telomere structure, length and function are all thought to be a major cause of cell fate decisions associated with degenerative events from aging to cancer. Dysfunctional or damaged telomeres can influence the choice of major cell fate decisions. First, the vulnerability of exposed ends associated with telomere attrition can promote chromosome end fusions (de Lange, 1998; Kim et al., 2002) and potentiate genomic instability through subsequent cycles of breakage and fusion (McClintock, 1941; Attardi et al., 2000). This initiates the cellular choice towards carcinogenesis. To prevent the potentiation of genomic instability, cells have developed built-in tumor suppressor mechanisms. So as an alternate choice, when telomere lengths reach a critical threshold, cells either die or respond by initiating replicative senescence, a barrier that limits proliferation of cells with potentially aberrant genomes. Apoptosis is also increased in cells with shorter telomeres (Ilyenko et al., 2011). It is speculated that telomeres themselves could potentially acquire a senescence signaling state in a progressive and stochastic manner, as they shorten (Blackburn, 2000). Given that each cell has 92 telomeres, the nature of the initiating telomere signal that influences senescence instead of tumor initiation and vice versa is highly debated.

Recent studies have shown that reactivation of telomerase can trigger cellular reprogramming and enrichment of putative stem cell populations post radiation exposure (Sissho et al., 2015). The contribution of the mean telomere length, the length of the shortest telomere, and the degree of telomerase activation that drives these cell fate decisions is unclear. Studies have suggested that as little as five dysfunctional/damaged telomeres are sufficient to trigger the signal for senescence (Kaul et al., 2012) and in yeast a single short telomere is sufficient to trigger senescence (Xu et al., 2013; Abdallah et al., 2009). The degree of telomere dysfunction, rate of loss of telomere repeats, length of the shortest telomere are all factors that likely play a critical role in choosing either to maintain homeostasis by inducing cell death and senescence or in altering the steady state by reprogramming or immortalizing the cell to promote carcinogenesis. As telomere dysfunction may alter the fate of a cell in several directions, length changes might not directly point to carcinogenesis risk post high-LET exposure. However, indirectly assessing the different cell fate triggered as a consequence of telomere length changes could provide a cumulative measure of how the nature of the exposure can tilt the balance towards cancer development.

### 8.4. Efficacy of using telomere length assessments to extrapolate consequences of GCR exposure

Sensitivity of telomeres to constituents of low dose, low dose-rate GCR exposure and our ability to relate telomere phenotypes to long term consequences are two key factors that determine the robustness of telomeres as a biomarker. The heterogeneous nature of the GCR spectrum poses a huge challenge to design and interpret experiments using simulated GCR exposures. Thus far, current studies have primarily been carried out using mono energetic beams of single HZE ions e.g. low- (1 keV/μm) and high-LET protons (28.5 keV/μm), carbon ions (50 keV/μm) (Berardinelli et al., 2010, 2015), or Fe ions (1 GeV/n) (Sissho et al., 2015) at doses ranging from 1–8 Gy, in comparison to X-rays. The temporal decision to lengthen or shorten telomeres or reactivated telomerase depends on various factors. While telomere lengthening caused by X-rays is delayed and noted only 2 weeks post exposure (Ojima et al., 2004), the impact of protons (28.5 keV/μm) can be observed within 24 h (Sgura et al., 2006) and shows significance mainly at higher doses (Berardinelli et al., 2010). This lengthening effect is also observed in vivo in exposed Chernobyl workers who exhibit longer telomeres years post initial exposure (Reste et al., 2014). It is speculated that both recombination events during chromosome healing, newly synthesized telomere repeats due to telomerase reactivation and alternative telomerase independent lengthening using the ALT pathway (Berardinelli et al., 2010) are all potential underlying mechanisms of this lengthening process. In contrast, studies have also shown that in certain cell types telomeres are shortened 24 h after exposure to high doses of gamma radiation (18–40 Gy) (Abdallah et al., 2009). These results suggest that the nature of length change induced, the underlying mechanisms and the time required to bring forth this change could be unique to each radiation quality and cell type. These data should be carefully integrated to interpret telomere related phenotypes from simulated mixed field GCR exposures to better project risk from actual missions.

Given the heterogeneity in telomere length within each cell, it is essential to also examine the proportional distribution of telomere lengths within a cell. As cells with short telomeres can die, it would be critical to avoid misinterpretation if the study
population were skewed by assessment of just the surviving population. It is widely accepted that metabolic pathways and telomere signals interact reciprocally in inducing senescence. Mitochondrial dysfunction has been known to affect telomere dependent senescence and conversely telomere signals may induce mitochondrial failure (Passos et al., 2007; Sahin et al., 2011). Thus, input from mitochondrial dysfunction would be indispensable to extrapolating the consequences of GCR exposure. The large number factors that play into interpretation of the consequences of telomere length changes, makes it a challenging yet potentially useful biomarker for risk projection. Further studies using relevant chronic low doses and dose rates of exposure will be required to assess the impact of these parameters on telomere length and its biological consequences.

9. Stem cell changes

The well-established notion of the existence of tissue stem cells, capable of both self-renewal and of replenishing the cells of various tissue types, is exciting for its potential extrapolation to the cancer setting and the modulation of radiation-induced cancer risk. It has been proposed that a small population of normal stem derived cells may exist, that is capable of regenerating and perpetuating the heterogeneous tumor (Reya et al., 2001). This has been bolstered by findings in myeloma that there are intrinsic variations in proliferation among cancer cells (Park et al., 1971) and, in the case of solid tumors, to also generate tumors in animal models (Hamburger and Salmon, 1977). If such proves to be the case generally, tracking stem and cancer stem cell (CSC) kinetics might vastly improve our appreciation of cancer risk. This is because properties of the putative cancer stem cell, the entity that perpetuates the cancer, will likely be quite different from those of the ‘typical’ cancer cell from which we have, heretofore, inferred the properties of the cancer as a whole.

Accordingly, it has proven useful to look at normal stem cell biology for clues to tracking the origin and behavior of CSC cells, and for methods to assay this critical population and perhaps its immediate forerunner cells. Given one of the clearest displays of the stem cell hierarchy is in the hematopoietic system, it is not surprising that acute myeloid leukemia (AML) also displays a population hierarchy. The cell surface markers CD34+/CD38− (also marking normal hematopoietic stem cells) identify a subpopulation of cancer cells in AML – the cancer stem cells – that can be grafted into SCID mice, where they home to the bone marrow and proliferate to produce cell morphologies and a dissemination pattern characteristic of those seen in the AML patients (Lapidot et al., 1994).

In solid tumors, evidence exists for the role of CSCs in tumors of the brain and breast. Oncogene expression, or loss of tumor suppressor genes in stem cells, has specifically been argued to be a necessary event for malignant transformation (Barker et al., 2009; Perez-Caro et al., 2009). In glioma, a CD133+ subpopulation demonstrated a capacity for self-renewal, proliferation and differentiation, and was shown to give rise to the phenotypic equivalents of tumor cells from the patient (Singh et al., 2003). In breast cancer, a minor population composed of CD44+/CD24−(low) lineage-cells could be passaged continuously, and each time produce tumors with a heterogeneous mix of these and cells with other markers, similar to actual breast cancers (Al-Hajj et al., 2003). Glimpsing what may be the ultimate in CSC selection – marking for migratory potential reminiscent of embryonic stem cells – cells with a CD44+/CD24− phenotype were found to exhibit enhanced invasive properties, indicative of an enrichment for a metastatic sub-fraction within this phenotype (Sheridan et al., 2006). Sheridan et al. speculate that the CD44+/CD24− phenotype may define the expression of the group of genes involved in invasion.

9.1. Defining changes cancer stem cell populations

While defining cancer stem cell fractions based on cell surface antigen markers has been productive, it has largely traded the more formidable task of tracking markers for the disease with the simpler one of tracking associated immunogenic (CD) biomarkers using antibodies. In AML, for instance, the actual genetic patterns one witnesses are mutations; common ones being in nucleophosmin 1 (NPM1) and Fms-like tyrosine kinase 3 (FLT3) (Foran, 2010). So, although immunologic markers have been called ‘prospective’ identifiers of stem cell status, it is important to consider that the cells are being identified based on the enrichment of these markers in various functional assays in vitro or in vivo (e.g. proliferation, migration, invasion) that are themselves surrogates for actual stem cell status. These markers, therefore offer limited promise of predictiveness beyond what the surrogate assays themselves provide. Another problem stemming from the correlation, rather than the strict identification, of the immunologic marker with stem cell status is that it may not be definitive for the stem cell state.

CD133, for example, although it has been strongly linked to CSC status, its expression is not exclusively linked to the CSC phenotype (Miranda-Lorenzo et al., 2014). In such cases, alternative detections are sometimes possible, but the problem of specificity is compounded by the low frequency of CSCs in the cancer cell population. The task faced for improving marker detection at the level of CSC creation would thus appear to be to more directly connect intrinsic cancer stem cell properties to assayable endpoints that may still be efficiently screened for across populations in bulk.

Prospects for this goal may be limited, however, by CSC status being a rare stochastically-generated state upon a cell that may for the most part be limited to a rare candidate population. Not surprisingly, stem cell changes giving rise to cancer have yet to be defined in any generalizable way. On the other hand, it has been reported that the induction of a cancer-permissive stroma by the tumor is a prerequisite to cancer progression after the fact, without which a nascent cancer is maintained at a microscopic size (Mueller and Fusseneg, 2002; Beacham and Cukierman, 2005). This being the case, detection of changes to stromal permissiveness in connection with cancer stem cell detection may constitute a leap in the field by providing a de facto means of cancer detection without having to detect the actual conversion event.

Understanding cancer stem cell growth, like its normal stem cell counterpart, in response to radiation must be undertaken in the context of the population hierarchy, since the dynamics of expansion of the component hierarchical subpopulations is highly interdependent. Further, given the evident time dependence of both the structure and recovery of this hierarchy after any alteration to its equilibrium, one would expect an exquisite dependence of expansion of CSCs on the nature, strength, and duration of the perturbing influence. This is indeed the case with radiation, where strong dependencies on dose, dose rate, radiation quality and the passage of time have been observed.

9.2. Sensitivity of stem cells to radiation

Again, normal stem cell biology furnishes some guidance, albeit imperfect. Addressing radiosensitivity, it is currently thought that adult stem cells tend to be differentially sensitive compared to their more committed progenitors. While hematopoietic stem cells have been found to be generally more resistant than their more committed progenitors and mammary stem cells are more resistant to X-ray-induced apoptosis than progenitor cells from mammospheres. By contrast, stem cells toward the base of the small intestinal crypt are more sensitive to irradiation than small intestine progenitors located higher in the crypt (Liu et al., 2014). Similarly, cancer stem cells differ in their sensitivity in comparison to the
remaining tumor cell population, but in this case, with a uniform tendency toward greater radioresistance. This has been attributed to a combination of effects, including improved free radical scavenging, low proteasome activity, and activation of the DNA damage response (Pajonk et al., 2010). All these properties, highly specific to the stem cell compartment, may offer potentially more reliable functionally-based marker alternatives to immunologic biomarkers.

9.3. Relationship between stem cell changes and cancer risk

Surprisingly, since it is now known almost all adults possess latent cancers (Black and Welch, 1993), how the intricacies of stem cell dynamics play into cancer risk from radiation exposure may depend as much on the perturbation of the dynamics of pre-existing CSCs and their descendants in latent cancers as it does any de novo creation of cancer cells from normal stem cells. Adding further complexity, the CSC hierarchy, like its normal counterpart, may indirectly influence the CSC compartment through feedback contact effects and spatial constraints, thereby significantly modifying cancer progression toward clinical realization (Enderling et al., 2009; Hillen et al., 2013). It is therefore not enough to know the direct effects on their numbers to assess either radiation response on the one hand, or progression to clinical cancer on the other. Indeed, we observed that radiation, through the “non-targeted” effect of perturbation of associated non-CSC subpopulation dynamics, can have a profound indirect effect on the overall CSC composition of a pre-clinical cancer in a manner that depends exquisitely on the size of a dose, how it is delivered, and the time of subsequent observation (Enderling et al., 2009; Hillen et al., 2013; Gao et al., 2014). Given the greater sensitivity of the non-CSC population, this indirect mechanism is made all the more important. Studying a putative CSC population of CD133+ glioma cells following three fractions of 2 Gy doses of photon radiation, we found the resultant CSC fraction was higher than could be explained based on simulations of CSC symmetric and asymmetric division kinetics, to the extent of favoring a strong reprogramming component, i.e., an actual conversion from a non-CSC to a CSC. The results find strong support in other studies where equilibrium between putative CSC and non-CSC states have been observed (Gupta et al., 2011; Roesch et al., 2010; Sehl et al., 2015). Gao et al. (2014) and Gupta et al. (2011) also employed a mathematical modeling framework to reach that conclusion, in that case a stochastic Markov chain approach, and argued that the results are consistent with a finding that an interconversion of state from non-CSC to CSC is taking place. Using data from cell line and mouse xenograft experiments, Wicha and colleagues (Sehl et al., 2015) examined tumor growth dynamics in response to alterations in the rate of symmetric self-renewal of breast CSCs, and confirmed that small changes in CSC behavior can give rise to the Gompertzian growth pattern observed in breast tumors. In summary, the effect of radiation on the CSC population must be understood in terms of its effect on the hierarchy as a whole, since the hierarchy acts to dynamically define the numbers of, and occasionally might even serve as a source of, CSCs.

9.4. Extrapolating experimental assessments of stem cell changes to GCR exposures in space flight

Extrapolating stem cell changes observed in experimental systems to GCR type exposures should be productive, insofar as perturbations to the hierarchy as a whole can impact stem cell cycling and the resulting likelihood of carcinogenic conversion (or expansion of an existing latent CSC population in the case of pre-existing disease). This non-targeted effect, beyond direct stem-cell ‘hits’, expands the effective target range, which may facilitate bridging interpretations at moderate doses down to the low-dose limit. In this connection, a controversial study by Tomasetti and Vogelstein (Tomasetti and Vogelstein, 2015) would suggest an increase in stem cell cycling, for whatever reason, would increase the rate of carcinogenic conversion of a stem cell. On the other hand, that study was a statistical one based on a comparison of frequencies of cancers arising de novo in tissues with differing stem cell cycling rates, and so would not take into account the effect of concurrent radiation-induced alterations to the stem cell hierarchy and more broadly, the stem cell niche (Li and Neaves, 2006), as would be expected in the space radiation setting. Thus, it may not be so much a question of the ability to extrapolate findings to the GCR setting, as it is we rely on the proper hierarchy- and niche-respecting experimental platforms to make such extrapolations.

10. mRNA expression

Proteins play an integral role in the majority of molecular functions in a living organism. Thus understanding level and activity of relevant proteins is key to dissecting the cellular response to ionizing radiation. The abundance of messenger RNA (mRNA) has been used as an approximate measure for the levels of proteins, as mRNA transcripts can be assayed and measured in a relatively inexpensive manner (Guo et al., 2008). This measurement may be impacted by a number of factors such as DNA sequence variation among individuals (Duan et al., 2013), intra/inter-population differences (Hasegawa et al., 2015; Storey et al., 2007), variability in baseline cell/tissue expression (Petryszak et al., 2014) and experimental artifacts (Cheng et al., 2012). Currently, a higher fold change for significance is recommended to account for these variations and make robust comparisons (Cheng et al., 2012).

10.1. Gene expression changes as a sensitive biomarker to differentiate dose, dose rate and temporal response

Gene expression profiling has been widely utilized to understand how the number of mRNA transcripts is impacted by radiation quality, dose, dose rate, and time. Studies have extensively investigated dose-responsiveness of specific human genes, especially those relevant to bio-dosimetry. Although a subset of genes showed a dose response for the first few hours post exposure, this pattern however disappeared with time. For instance, Amundson et al. have shown that when using human PBLs exposed to gamma irradiation, the expression of CDKN1A, DDB2 and XPC genes exhibited a linear dose-response relationship up to 48 h post irradiation, which declined thereafter (Amundson et al., 2000). A similar result was observed in another study involving human PBL exposed to gamma irradiation (Kang et al., 2003). Furthermore, it has been observed that the slope of the dose response curve decreases with an increase in dose (Paul and Amundson, 2008). Ionizing radiation also induces different numbers of mRNA transcripts depending on radiation attributes. For example, it has been shown that the number of radiation-induced genes increased with increasing dose and time after exposure in a study that assayed mRNA expression at various doses and times post γ-rays (Knops et al., 2012). In addition, the number of significantly up-regulated genes was greater than down-regulated genes at all doses and time points after exposure (Albrecht et al., 2012). A comprehensive review of the “time effect” of ionizing radiation on mRNA expression can be found in a review paper by Roy et al. (2009).

Using an ex-vivo blood irradiation model and doses of 0.56 Gy, 2.23 Gy and 4.45 Gy at two different dose rates (1.03 Gy/min and 3.1 mGy/min), it was reported that the number of genes differentially expressed at 1.03 Gy/min was higher than those exposed at 3.1 mGy/min for the same dose of X-rays (Gandhi et al., 2015). These results were confirmed by a related study that showed that the magnitude of mRNA transcripts was lower for
low-dose rate exposure (Paul et al., 2015). Notably, high-LET particles have been shown to perturb more genes in comparison to low-LET radiation (Chauhan et al., 2014; Turtori et al., 2010). Furthermore, the number and magnitude of mRNA transcripts increased with an increase in the energy of HZE particles (Ding et al., 2005). A more comprehensive study involving a wide spectrum of qualities and gene sets is essential to validate these results. To accomplish this, our group has used literature mining to identify possible candidate genes for this proposed study (Table A, Appendix). We predict that this list of 150 genes that respond to IR exposure will provide a starting point to build a mRNA biomarker signature to assess radiation quality and dose rate effects for high-LET exposure.

10.2. mRNA expression at low and acute doses

Very few studies have detailed mRNA expression at low and acute doses of radiation. Some studies have shown that a transcriptional response (similar to what was observed in cells directly hit by alpha-particle radiation) was observed in non-targeted cells. However, cellular response to bystander irradiation was delayed by 30 min. compared to those that were directly hit by radiation (Ghandhi et al., 2010). Ernako et al. (2009) identified the regulation of caspase-3, DNA-binding receptors and Toll-like receptor 9 (TLR9) in bystander cells following low-doses of X-rays. A systematic investigation of the gene expression patterns in a human mesenchymal stem cell line exposed to a range of doses (0.01, 0.05, 0.2 or 1 Gy) of Cs at various time points (1, 4, 12 or 48 h) suggests a highly non linear relationship between radiation dose and transcriptional response (Jin et al., 2008). Out of subset (16%) of genes that were altered in response to 0.1 Gy and 2 Gy of IR, a higher proportion was strongly influenced by exposure time (Jin et al., 2008). More detailed experiments are still required to understand bystander effects following high-LET exposure.

10.3. mRNA's ability to define molecular pathways important in radiation-induced cancer

Molecular pathway activation was investigated for several IR experiments using breast, colorectal and lung cancer tissues. DNA microarray gene expression data for breast, colorectal and non-small cell lung cancer radiation experiments were obtained from the publicly available Gene Expression Omnibus (GEO). Table B (Appendix) lists the gene expression datasets used. Quality control checks involved generation of residual plots, and normalization via the AffyPLM package from Bioconductor. As an additional quality control step, Normalized Unscaled Standard Errors (NUSE) plots were used (Bolstad, 2005). Upon completion of the quality control measures, single-channel array normalization (SCAN) was used, which normalized each sample individually by modeling and removing probe and array-specific background noise using only data from within each array (Piccolo et al., 2012). Batch effects were minimized using ComBat (Johnson et al., 2006). Pathway information comprised of common gene symbols was obtained from Wiki Pathways (Pico et al., 2008). Table C (Appendix) lists the top 20 molecular pathways activated by IR exposure in different tissue types. Activated pathways include p53, cell cycle, DNA excision repair, DNA replication (purine metabolism, pyrimidine metabolism), all of which are hallmarks of radiation exposure and cancer. For IR, many of the remaining pathways reflect MAPK, ERK, p39, WNT signaling (not shown), along with biochemical processes related to molecular degradation for IR and/or metabolism and cellular processes during cellular proliferation in cancer. In our analysis of gene expression datasets, not surprisingly, the epidermal growth factor receptor (EGFR) pathway was highlighted as one of the significant pathways activated by radiation exposure. IR-induced EGFR activation has been shown to promote cell proliferation after single and repeated exposures, a response that is blocked by selective inhibition of EGFR tyrosine phosphorylation. We observed that EGFR was up-regulated in cancer as well. Activation of the EGFR signal transduction pathway has been shown to enhance cellular processes involved in tumor growth and progression, angiogenesis, invasion, and metastasis. Moreover, increased expression of EGF has been observed in a wide variety or tumors, including non-small cell lung cancer and squamous cell carcinoma of the head and neck (Lee et al., 2008). Similarly, detailing which pathways are activated by radiation in different tissue types will be useful in creating customized mRNA biomarker expression panels specific to each tissue type.

10.4. Extrapolation of experimental transcription results to GCR exposures in space

Transcriptional studies using heavy ions have revealed increased pathway activity for cellular growth and proliferation, cell cycle changes, cell death, DNA replication, repair, and recombination (Ding et al., 2013, 2015; Roy et al., 2008). However, these have largely been phenomenological observations related to the hallmarks of cancer and the cell lines used, rather than clear patterns elucidating sequential and temporal changes leading to tumor development. The question of whether or not current or future data from experimental studies of high-LET exposures can support reliable extrapolation to astronaut risk from exposure to chronic, low dose mixtures of ions and spallation fragments remains to be addressed. Current studies on transcription typically employ RNaseq analysis, which provides intron and exonic information, as well as results for variants (SNPs) and isoforms from alternative splicing. This level of granularity is considerably more informative than the existing historical results spawned from the use of 3’ biased probe-based bead and oligonucleotide microarray data. Going forward, as stability of the replication fork is a major threat posed by high-LET-induced clustered lesions, there would be significant merit in transcriptional studies targeting prevention of fork collapse, including SMARCAL1 and AH2, which stabilize stalled forks during replication stress (Bansbach et al., 2009). Areas that are in need of further investigation include the effect of high-LET ion exposure on lesion bypass, sister chromatid template switching and HR for repair at late time points (Chang and Cimprich, 2009). In addition, little is known surrounding high-LET effects on mono- to-poly PCNA ubiquitination, dual ATR-checkpoint and PCNA-DDR activation and 3’–5’ clamp specificity for single stalled forks, role of translesion synthesis (TLS) involving SPARTAN and PAF15, the role of Y family polymerases, and their recruitment and signaling in TLS. Thus, overall further transcriptional studies of high-LET exposures are necessary to identify how different DNA repair pathways are regulated and coordinated as a whole, how cell cycle phase and chromatin context influence these pathways, and how DNA is repaired during active DNA replication. The current gaps in knowledge will require considerable resources for identifying molecular targets for therapy and radioprotection in the context of DDR.

10.5. Relationship between cell fate decisions and mRNA expression patterns

In reviewing the public gene expression datasets that are currently available, there are very few studies involving low doses of high-LET ions or mixtures of ions whose data would be amenable for addressing the questions raised in previous sections. This is mostly due to the lack of large-scale, multi-organ, multi-charge/energy/dose transcriptional in vivo animal studies, which
would be needed for assessing risks. Studies have shown that each cell type has its own unique characteristic spectrum of gene expression alterations elicited by low doses that is distinct from high doses, and other unirradiated and radiated human tissues. Comparing expression values of mRNA extracted from skin biopsies following in vivo radiation exposure, suggests that exposure to low doses of radiation cause a significant, transient up-regulation of zinc finger proteins, keratin, BMP receptor, BAG and cyclins while other proteins such as TNF, interleukins, heat shocks proteins and S100 are down regulated (Davalos et al., 2010). However, the actual impact of these alterations on cell fate is unclear. A DNA microarray study used to examine the gene expression profiles in human lymphocytes from four healthy volunteers after 0.1 Gy low dose radiation or 0.25 or 0.5 Gy high dose radiation generated a 30 gene consensus signature of IR response genes (Fachin et al., 2007). Of these DNA repair and stress response, cell growth and cell differentiation, general metabolism and transcription regulation were among the main biological pathways that were primarily affected by low dose and only modestly by high dose (Fachin et al., 2007). Interestingly, subset (CD4+) specific repression of certain genes and associated down regulation of pathways involved in oxidative phosphorylation and protein biosynthesis, highlights the fact that pathway choice varies even amongst subsets of the same cell type (Gruel et al., 2008). Another study showed that a low dose (0.05 Gy) triggers the activation of the immune response (cytokine and chemokine signaling pathways, immune-related and inflammation processes), high doses preferentially activate genes in the p53 signaling pathway, DDR and apoptosis (El-Saghir et al., 2013), all part of the characteristic radiation stress response. These data suggest that low dose and high dose exposures trigger distinct molecular pathways and biological processes in human blood cells. It has also been speculated that different pathways/processes and resultant cell fate choices differ in their sensitivity to dose rate of radiation exposure (Amundson et al., 2003). It is thought that the lack of significant gene expression changes below 5 cGy is indicative of the existence of a threshold for induction of low dose-responsive genes (Riecke et al., 2012). Studies have also suggested that alterations in transcription with low doses including bystander and adaptive responses are often related to protective responses that are sometimes referred to as the hormesis effect. Although this pro-survival response appears better than the cell kill and apoptosis noted with high doses, it potentially increases the mutational load in surviving cells and could contribute more to carcinogenesis risk. Further studies using large-scale animal models are needed to test whether mRNA expression patterns at low doses may relate to various cell fate decisions and have a significant impact on cellular transformation. The well defined and reproducible transcriptional alterations in human lymphocytes triggered by doses as low as 2 cGy (Knops et al., 2012) make this a sensitive experimental system to comprehensively study radiation quality and dose rate effects on cell fate.

As discussed earlier, mutation is one of the molecular characteristics that can be used as a bioindicator in the study of radiation effects. The impact of mutation on mRNA expression, protein activity, cellular proliferation and survival has long been noted (Hanhana and Weinberg, 2011). Various groups have studied the association of somatic mutations and mRNA expression using the multidimensional genomic and transcriptomic data available from The Cancer Genome Atlas (TCGA) project (Ding et al., 2015; Bashashati et al., 2012). For instance, a recent study by Jia and Zhao (2014) using the TCGA data from multiple cancer types has shown that, among the various features of mutation, mutation type (missense and nonsense mutations) have greater impact on mRNA expression. A study involving the Japanese atomic bomb survivors diagnosed with a myelodysplastic syndrome (MDS), a disease known to be associated with mutation of AML1/RUNX1 gene, has indicated that nonsense mutations have a greater negative effect on the trans-activation of AML1 gene compared to truncated-type mutation (Harada et al., 2003). Mutation can also have a ripple effect on the expression of proteins that are physically or functionally interacting. In this regard, it was noted that reduced levels of NBN and RAD50 proteins were observed in patients with known mutations in the MRE11 gene (Uziel et al., 2003). This relationship between mutation and mRNA expression confirms the intertwined nature of various biomarkers with one another and suggests multiple biomarkers may provide a more ideal readout for modeling radiation-induced cancer.

11. Current efforts in biomarker modeling

A number of these biomarkers detailed in this review have been employed in modeling efforts. DNA damage has been modeled using Monte Carlo track structure codes that can accurately predict the passage of a charged particle in water as a surrogate of biological tissue. DNA damage modeling indicates that decreasing the energy of ions causes a shift toward a greater complexity of clustered DNA damage. This is validated by a marked reduction in the proportion of simple SSBs and DSBs accompanied by a substantial increase in complex SSBs and DSBs (Nikjoo et al., 2001). DNA repair foci modeling using codes such as RITRACKS to calculate the geometric pattern of repair foci in nuclei has shown that foci number and position are strongly dependent on the radiation type (Plante et al., 2013). Modifications of this code incorporating Green’s function of the diffusion equation and simulating total DNA charge enabled the effects of low energy (below the ionization threshold) electrons ability to induce SSBs and DSBs (Boudaifia et al., 2000; Panajotovic et al., 2006; Plante and Cucinotta, 2015) and to analyze the significance of charge migration in determining lesion type and complexity respectively (Belov et al., 2015). However, how early effects such as DNA damage, repair foci and ROS relate to cellular and tissue effects at longer times post exposure are currently unclear.

The induction of ROS by mitochondria and its cellular effects have been included in several models thus far. A kinetic model was developed to predict superoxide production rates by complexes in the electron transport chain and accounts for the effects of substrates, inhibitors, changes in pH and membrane potential gradients (Markevich and Hoek, 2015). Another model incorporated antioxidant systems to account for the fact that most ROS experimental data used to inform models is collected employing techniques that detect H2O2 diffusing from mitochondria as a surrogate measurement for superoxide production (Gauthier et al., 2013). Fewer models have linked ROS production in mitochondria to other cellular processes (Jafri and Kumar, 2014). The role of ROS in apoptosis has been included in models regulating mitochondrial membrane permeabilization (Jacob et al., 2016) and in transition pore opening (Bagci et al., 2006). ROS functioning as a determinant of cell fate has also been incorporated in a multistage model of tumorigenesis, however, the robustness of this model has not been validated with experimental evidence based on predictions (Chaudhary et al., 2011). Similarly, a number of radiation biology groups (Barcelos-Hoff et al., 2014; Mantovani et al., 2008) have shown that provoking innate and acquired immune response leads to an acute and chronic inflammatory cascade, the latter being a hallmark of cancer. A good example of such integration can be found in a two pathway model proposed by Mantovani et al. (2008). Behesti et al. recently showed that inflammatory response is also a function of age (Behesti et al., 2015). It has been difficult to extrapolate uncertainties in immune risks due to the fact that only a small number of tumor cells usually escape immune surveillance mechanisms, whereas the majority of the cells are successfully eliminated. Hence, Shah et al. (2012) predicted that a
A number of different mathematical modeling approaches have been devised to understand telomere length changes. Initially probabilistic (Arino et al., 1995; Olofsson and Kimmel, 1999) and simple deterministic models were developed that only took into account the gradual telomeric loss occurring during each cell division. These models were improved upon by introducing the concept of “abrupt telomere shortening” or a sudden change in length that could be caused by DNA damage, and more common when telomere length was shorter, as with increasing age (Rubelj and Vondravek, 1999). Subsequent models have added environment-related components that influence telomere length, such as ROS produced by mutant mitochondria. Another model developed by Blagoev et al considered the possibility that telomerase may have a more prominent role at short telomeres (Blagoev, 2009). More recently a model describing telomere dynamics following treatment with a G4-stabilizing drug, RHPS4, was developed. In this work they first defined how telomere length would change over a few generations and then incorporated changes that would occur over a longer period of time (Hirt et al., 2014). Using these modeling approaches the authors were able to determine that higher concentrations of telomerase cause continued telomere lengthening, which is consistent with findings in the literature.

A major limitation in the use of all of these biomarkers in detecting cancer initiation appear to be the inability to identify initiated cells or events closer to the hypothetical transition to the putative forerunner transformed cell or the cancer stem cell. Paucity of knowledge of what the critical biomarker cellular changes are is obviously a major limitation. However, one prospect for identification in solid tumors comes from a study of the cells of the small intestine, where the cancer’s origin in stem cells at the base of the crypt is thought to be resolved due to the fact the descendant cells migrate out of the crypt and slough off into the lumen. To this end, it was found Lgr5 (the product of a gene encoding for a component of the Wnt receptor complex) identifies putative stem cells at the crypt base (Barker et al., 2007), so that any ectopic occurrence of Lgr5+ cells might therefore be a potential marker of a forerunner of the CSC population that manifests as cancer. A potential roadblock to identifying prospective stem cells using the Lgr5+ marker is the plasticity and variability in expression of this marker by CSCs, a phenomenon also noted with conversions of CSCs to non-CSCs in breast cancer (Kobayashi et al., 2012). Surprisingly, the aberrant expression of a gene encoding mesenchymal bone morphogenetic protein antagonist, CREM1, has been found to initiate tumorigenesis in the colon from cells outside the stem cell niche. It operates by causing continued expression of stem cell properties in Lgr5− progenitor cells that have left the niche, resisting the normally differentiating influence of the morphogen gradient as the cells move higher along the vertical epithelial axis (Davis et al., 2015). This underscores the importance of the tissue microenvi-

ment in determining cell fate; a parameter that also needs to factor into studies assessing stem cells.

An intermediate approach to dealing with this expanded biomarker problem, that may add less difficulty in implementation as it strives to include increasingly more dynamical considerations, is to use simpler biological assays in conjunction with more sophisticated dynamical mathematical modeling; in particular, mathematical modeling that focuses on stem cell subpopulations and generation and expansion of CSCs as limited by non-CSCs and the tissue environment. Motivating the endeavor, in what may be the most provocative study of cancer risk to date, a 2015 study (Tomasetti and Vogelstein, using statistical methods, found an 80% correlation of cancer risk with the number of stem cell divisions for two-thirds of the cancers in relevant tissues. If the association between DNA alterations in proliferating stem cells and cancer risk is further validated, we envision three areas that require further investigation. Targeted studies on (1) the radiation induced stem cell proliferation (assuming de novo carcinogenesis), (2) the resulting CSC population (assuming an alternative latency-shortening paradigm), and (3) mathematical modeling of CSC interaction with its normal microenvironment (Pajonk et al., 2010; Black and Welch, 1993; Enderling et al., 2009; Gao et al., 2014) may offer a high-value correlate to cancer incidence risk, not withstanding problems pinpointing the ‘causal’ population.

Altogether, a wide array of technologies involving high-throughput assays for transcription, translation, mutation, DNA repair, and biological sequence analysis for mutation profiling will need to be leveraged before realistic projections can be made for cancer risk from GCR exposures in space. The histology and morphology of the most radiogenic and radioresistant cancers and the tissue types should also be taken into consideration in the design of transcriptional regulatory-based experiments. Advancements in the area of individual genetic susceptibility to radiation-induced cancer can also rapidly accelerate our understanding of the role of novel and known polymorphisms in cancer and radiosensitivity. Investigations are also warranted for identification of time-dependent appearance of pathogenic variants in vivo after irradiation and the role of these variants in cancer. Advances in nextgen sequencing technology will also aid in accelerating these studies.

12. Conclusions

Currently, the dominant uncertainty in space radiation risk assessment is associated with radiation quality followed by dose rate effects (Cucinotta et al., 2012). While studies like the ongoing mission worker (Bouville et al., 2015) will shrink uncertainties for low-LET radiation including those from dose rate effects, the overall achievable limit on uncertainty reduction for high-LET radiation based on scaling from low-LET radiation studies and adding in empirical radiation quality and dose rate modifiers is below NASA’s current target. To overcome this barrier, NASA has developed an aggressive plan (Roadmap NHRP) to leverage a mechanistic understanding of radiation effects to develop models with better predictive capability. Validating and modeling early surrogate biomarkers of cancer risk that are temporally separated would be an integral component of this plan and will shed light on the fundamental biological processes that can trigger cancer initiation. Each of the end points reviewed here has been independently modeled for exposure effects to various environmental carcinogens. In the same way, we predict that models using these biomarkers can be used to predict cancer risk from radiation exposure based on mechanistic data (Fig. 1). Although independent models are available for each end point, the main limitations in modeling radiobiological effects are the multi-scale dimension that spans several orders of magnitude in time and space, and our ability to temporally integrate multiple endpoints to assess long-term effects. In addition,
expanding the scale of time and structural complexity of simulation is exorbitantly expensive in terms of computer simulation time. The time scale, depth of details required and availability of computational resources usually guide the choice of one model over another. Most models are also based to some extent on experimental data, which might be scarce, conflicting or incorrect in some cases. When data is unavailable, empirically assigning values to parameters used in models greatly influence the accuracy of the results. We are proposing that iteratively developed models, incorporating the impact of each biomarker response (late to early) one by one will reveal the significance of the complex interdependence between different pathways in cancer development. However, relating mechanistic simulation models to in vivo data is a huge challenge. An upcoming goal is to use knowledge based modeling of various mechanistic biomarkers of radiation effects to determine and improve quality factors and better predict cancer risk.
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Appendix

Table A
Potential candidate genes for comprehensive study of radiation quality and dose-rate effects.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Gene symbol</th>
<th>Rank</th>
<th>Gene symbol</th>
<th>Rank</th>
<th>Gene symbol</th>
<th>Rank</th>
<th>Gene symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ATM</td>
<td>31</td>
<td>FANC D2</td>
<td>61</td>
<td>ABL1</td>
<td>91</td>
<td>CDT1</td>
</tr>
<tr>
<td>2</td>
<td>TP53</td>
<td>32</td>
<td>XRC C4</td>
<td>62</td>
<td>POLD1</td>
<td>92</td>
<td>SETMAR</td>
</tr>
<tr>
<td>3</td>
<td>ARK</td>
<td>33</td>
<td>RPA1</td>
<td>63</td>
<td>BAX</td>
<td>93</td>
<td>CDK1</td>
</tr>
<tr>
<td>4</td>
<td>H2AFX</td>
<td>34</td>
<td>DCLRE1C</td>
<td>64</td>
<td>RAD17</td>
<td>94</td>
<td>MCL1</td>
</tr>
<tr>
<td>5</td>
<td>NBN</td>
<td>35</td>
<td>UIMC1</td>
<td>65</td>
<td>JUN</td>
<td>95</td>
<td>ERCC1</td>
</tr>
<tr>
<td>6</td>
<td>PRKDC</td>
<td>36</td>
<td>MDM2</td>
<td>66</td>
<td>UBC</td>
<td>96</td>
<td>PLK3</td>
</tr>
<tr>
<td>7</td>
<td>DDR2</td>
<td>37</td>
<td>XRC C3</td>
<td>67</td>
<td>MAPK9</td>
<td>97</td>
<td>RECC4</td>
</tr>
<tr>
<td>8</td>
<td>CHEK1</td>
<td>38</td>
<td>RPA2</td>
<td>68</td>
<td>LIG4</td>
<td>98</td>
<td>CAP3</td>
</tr>
<tr>
<td>9</td>
<td>CHEK2</td>
<td>39</td>
<td>ERCC2</td>
<td>69</td>
<td>MMP1</td>
<td>99</td>
<td>RNF168</td>
</tr>
<tr>
<td>10</td>
<td>BRCA1</td>
<td>40</td>
<td>RAD9A</td>
<td>70</td>
<td>XRC C2</td>
<td>100</td>
<td>SMUG1</td>
</tr>
<tr>
<td>11</td>
<td>PCNA</td>
<td>41</td>
<td>GADD45A</td>
<td>71</td>
<td>BLM</td>
<td>101</td>
<td>TLR1</td>
</tr>
<tr>
<td>12</td>
<td>DDR1</td>
<td>42</td>
<td>MAPK14</td>
<td>72</td>
<td>NTHL1</td>
<td>102</td>
<td>CLSPN</td>
</tr>
<tr>
<td>13</td>
<td>MRE11A</td>
<td>43</td>
<td>PPM1D</td>
<td>73</td>
<td>KAT5</td>
<td>103</td>
<td>HIPK2</td>
</tr>
<tr>
<td>14</td>
<td>POLH</td>
<td>44</td>
<td>CDC25A</td>
<td>74</td>
<td>BRC2A</td>
<td>104</td>
<td>CELF2</td>
</tr>
<tr>
<td>15</td>
<td>RAD51</td>
<td>45</td>
<td>APEX1</td>
<td>75</td>
<td>POLK</td>
<td>105</td>
<td>POLE</td>
</tr>
<tr>
<td>16</td>
<td>TP53BP1</td>
<td>46</td>
<td>ERCC8</td>
<td>76</td>
<td>ATRIP</td>
<td>106</td>
<td>RAD54L</td>
</tr>
<tr>
<td>17</td>
<td>XPA</td>
<td>47</td>
<td>PARP1</td>
<td>77</td>
<td>NHEJ1</td>
<td>107</td>
<td>UVSSA</td>
</tr>
<tr>
<td>18</td>
<td>MDC1</td>
<td>48</td>
<td>RAD52</td>
<td>78</td>
<td>BRE</td>
<td>108</td>
<td>WRN</td>
</tr>
<tr>
<td>19</td>
<td>CDKN1A</td>
<td>49</td>
<td>RNF8</td>
<td>79</td>
<td>TRIM29</td>
<td>109</td>
<td>MSH4</td>
</tr>
<tr>
<td>20</td>
<td>XRCC1</td>
<td>50</td>
<td>DTL</td>
<td>80</td>
<td>FAM175A</td>
<td>110</td>
<td>RFWD2</td>
</tr>
<tr>
<td>21</td>
<td>XPC</td>
<td>51</td>
<td>RAD51B</td>
<td>81</td>
<td>KIN</td>
<td>111</td>
<td>ATM1</td>
</tr>
<tr>
<td>22</td>
<td>MAPK8</td>
<td>52</td>
<td>RBX1</td>
<td>82</td>
<td>UBE2B</td>
<td>112</td>
<td>WEE1</td>
</tr>
<tr>
<td>23</td>
<td>RAD50</td>
<td>53</td>
<td>CDC25C</td>
<td>83</td>
<td>PKNP</td>
<td>113</td>
<td>UBR3</td>
</tr>
<tr>
<td>24</td>
<td>ERCC6</td>
<td>54</td>
<td>UBE2D3</td>
<td>84</td>
<td>ELAVL1</td>
<td>114</td>
<td>BCL2L1</td>
</tr>
<tr>
<td>25</td>
<td>MC1R</td>
<td>55</td>
<td>OGG1</td>
<td>85</td>
<td>POLI</td>
<td>115</td>
<td>ATF2</td>
</tr>
<tr>
<td>26</td>
<td>RAD18</td>
<td>56</td>
<td>BARD1</td>
<td>86</td>
<td>UBE2A</td>
<td>116</td>
<td>CDC25B</td>
</tr>
<tr>
<td>27</td>
<td>XRCC6</td>
<td>57</td>
<td>REV1</td>
<td>87</td>
<td>AFLF</td>
<td>117</td>
<td>MAPKAPK2</td>
</tr>
<tr>
<td>28</td>
<td>XRCC5</td>
<td>58</td>
<td>TOPBP1</td>
<td>88</td>
<td>RBBP8</td>
<td>118</td>
<td>PLK1</td>
</tr>
<tr>
<td>29</td>
<td>CUL4A</td>
<td>59</td>
<td>ERCC4</td>
<td>89</td>
<td>AKT1</td>
<td>119</td>
<td>TP53I3</td>
</tr>
<tr>
<td>30</td>
<td>ERCC5</td>
<td>60</td>
<td>ERCC3</td>
<td>90</td>
<td>BRCC3</td>
<td>120</td>
<td>RRM2B</td>
</tr>
</tbody>
</table>

Table B
Gene expression datasets used for molecular pathway activation studies.

<table>
<thead>
<tr>
<th>Cancer/radiation</th>
<th>GEO dataset</th>
<th>Subtype (# arrays)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast cancer</td>
<td>GSE1456 (120 arrays)</td>
<td>Basal (25), ERBB2 (15), Luminal A (39), Luminal B (23), Normal (18)</td>
<td>Pawitan et al. (2005)</td>
</tr>
<tr>
<td>Colorectal cancer</td>
<td>GSE21510, GSE27854, GSE18105 (253 arrays)</td>
<td>Metastatic recurrence Stage: 2b (8), Stage: 3b (32), Stage: 2b (25), Metastasis Stage: 4 (42), Stage: 2a (37), Stage: 1 (27), Metastatic recurrence Stage: 3b (17), Stage: 3c (7), Stage: 3a (7), Metastatic recurrence Stage: 3c (5), Metastatic recurrence Stage: 2a 5, normal (41)</td>
<td>GSE21510: Tsukamoto et al. (2011) GSE27854: Kikuchi et al. (2013) GSE18105: Matsuyama et al. (2010)</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>GSE37745, GSE28582, GSE19804 (349 arrays)</td>
<td>Squamous cell (92), Adenocarcinoma (151), Large cell (46), Normal (60)</td>
<td>GSE37745: Botling, et al. (2013) GSE28582: Micie et al. (2011) GSE19804: Lu et al. (2010)</td>
</tr>
<tr>
<td>Protons (4.5 MeV)</td>
<td>GSE16935 (6 arrays)</td>
<td>4h 2.5 Gy (3) vs. 4 h 0 Gy (3)</td>
<td>Mezentsev et al. (2011)</td>
</tr>
<tr>
<td>Gamma (Cs-137)</td>
<td>GSE1977 (30 arrays)</td>
<td>IR-5 Gy (15) vs. mock 0 Gy (15)</td>
<td>Rieger et al. (2004)</td>
</tr>
<tr>
<td>Iron, Gamma</td>
<td>GSE16518 (12 arrays)</td>
<td>Iron 1.67 Gy 1 GeV (3) vs. iron control (3) Gamma 5 Gy-137Cs (3) vs. gamma control (3)</td>
<td>Meador et al. (2011)</td>
</tr>
</tbody>
</table>
Table C
Top 20 pathways activated by IR exposure, in breast, colorectal, and non-small cell lung cancer. Activation results based on 358 pathways, with top 50 pathways having over-represented genes (red, positive rank 1 to 50) and bottom 50 pathways having under-represented genes (green, negative rank –50 to –1), when compared with expected genes based on total background gene list. Rank order determined from Z-score test based on hypergeometric distribution. Pathways listed have greatest mean rank.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>IR</th>
<th>Breast</th>
<th>Colorectal</th>
<th>Lung</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell-cycle</td>
<td>49.0</td>
<td>50.6</td>
<td>30.8</td>
<td>28.8</td>
</tr>
<tr>
<td>DNA replication</td>
<td>48.6</td>
<td>48.4</td>
<td>37.4</td>
<td>24.7</td>
</tr>
<tr>
<td>Cell-cycle G1S Checkpoint Regulation</td>
<td>41.0</td>
<td>38.1</td>
<td>35.0</td>
<td>23.0</td>
</tr>
<tr>
<td>p53 signaling pathway(KEGS)</td>
<td>48.4</td>
<td>32.4</td>
<td>43.2</td>
<td>20.2</td>
</tr>
<tr>
<td>Purine metabolism</td>
<td>24.0</td>
<td>21.2</td>
<td>22.0</td>
<td>20.0</td>
</tr>
<tr>
<td>G-protein Coupled Signaling</td>
<td>33.0</td>
<td>28.4</td>
<td>37.2</td>
<td>19.7</td>
</tr>
<tr>
<td>TGF-Beta Signaling</td>
<td>4.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Nucleotide excision repair</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>SAPK-JNK Signaling</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>p53 signaling (Ingenumity)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Pyrimidine metabolism</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Nitrogen metabolism</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ERK-MAPK Signaling</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>One-carbon pool by folate</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Nucleotide sugars metabolism</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>RNA polymerase</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Bladder cancer</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Glutamate metabolism</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Cell-cycle G2/M DNA damage regulation</td>
<td>42.0</td>
<td>24.0</td>
<td>34.0</td>
<td>11.6</td>
</tr>
</tbody>
</table>
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