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Local genome topology can exhibit an incompletely rewired 3D-folding state during somatic cell reprogramming
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Summary

Pluripotent genomes are folded in a topological hierarchy that reorganizes during differentiation. The extent to which chromat architecture is reconfigured during somatic cell reprogramming is poorly understood. Here we integrate fine-resolution architecture maps with epigenetic marks and gene expression in embryonic stem (ES) cells, neural progenitor cells (NPCs) and NPC-derived induced pluripotent stem (iPS) cells. We find that most pluripotency genes reconnect to target enhancers during reprogramming. Unexpectedly, some NPC interactions around pluripotency genes persist in our iPS clone. Pluripotency genes engaged in both ‘fully-reprogrammed-ES’ and ‘persistent-NPC’ interactions exhibit over/undershooting of target expression levels in iPS. Additionally, we identify a subset of ‘poorly-reprogrammed’ interactions that do not reconnect in iPS and display only partially recovered, ES-specific CTCF occupancy. 2i/LIF can abrogate ‘persistent-NPC’ interactions, recover ‘poorly-reprogrammed’ interactions, re-instate CTCF

ACCESSION NUMBERS
SC data has been deposited in GEO under accession number GSE68582, http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?token=enefisykjrwtduh&acc=GSE68582

AUTHOR CONTRIBUTIONS

PUBLISHER’S DISCLAIMER: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting proof before it is published in its final citable form. Please note that during the production process errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.
occupancy and restore expression levels. Our results demonstrate that iPS genomes can exhibit imperfectly rewired 3D-folding linked to inaccurately reprogrammed gene expression.

**Graphical abstract**

**3D Chromatin Connectivity**

![Graphical abstract showing 3D chromatin connectivity between ES, NPC, and iPS states.](image)

**Introduction**

Mammalian genomes are folded in a hierarchy of architectural configurations that are intricately linked to cellular function. Individual chromosomes are arranged in distinct territories and then are further partitioned into a nested series of Megabase (Mb)-sized topologically associating domains (TADs) (Dixon et al., 2012; Nora et al., 2012) and smaller sub-domains (sub-TADs) (Phillips-Cremins et al., 2013; Rao et al., 2014). TADs/sub-TADs vary widely in size (i.e. 40 kb - 3 Mb) and are characterized by highly self-associating
chromatin fragments demarcated by boundaries of abruptly decreased interaction frequency. Long-range looping interactions connect distal genomic loci within and between TADs/sub-TADs (Jin et al., 2013; Phillips-Cremins et al., 2013; Rao et al., 2014; Sanyal et al., 2012). Single TADs, or a series of successive TAD/sub-TADs, in turn congregate into spatially proximal, higher-order clusters termed ‘A/B compartments’. Compartments generally fall into two classes: (i) ‘A’ compartments enriched for open chromatin, highly expressed genes and early replication timing and (ii) ‘B’ compartments enriched for closed chromatin, late replication timing and co-localization with the nuclear periphery (Dixon et al., 2015; Lieberman-Aiden et al., 2009; Pope et al., 2014; Rao et al., 2014). The organizing principles governing genome folding at each length scale remain poorly understood.

Recent high-throughput genomics studies have shed new light on the dynamic nature of chromatin folding during embryonic stem (ES) cell differentiation. Up to 25% of compartments in human ES cells switch their A/B orientation upon differentiation (Dixon et al., 2015). Compartments that switch between A and B configurations display a modest, but correlated alteration in expression of only a small number of genes, suggesting that compartmental switching does not deterministically regulate cell type-specific gene expression (Dixon et al., 2015). Similarly, lamina associated domains are dynamically altered during ES cell differentiation (Peric-Hupkes et al., 2010). For example, the Oct4, Nanog and Klf4 genes relocate to the nuclear periphery in parallel with their loss of transcriptional activity as ES cells differentiate to astrocytes. TADs are largely invariant across cell types and often maintain their boundaries irrespective of the expression of their resident genes (Dixon et al., 2012). By contrast, long-range looping interactions within and between sub-TADs are highly dynamic during ES cell differentiation (Phillips-Cremins et al., 2013; Zhang et al., 2013b). Pluripotency genes connect to their target enhancers through long-range interactions and disruption of these interactions leads to a marked decrease in gene expression (Apostolou et al., 2013; Kagey et al., 2010). Thus, data is so far consistent with a model in which chromatin interactions at the sub-Mb scale (within TADs) are key effectors in the spatiotemporal regulation of gene expression during development.

In addition to the forward progression of ES cells in development, somatic cells can also be reprogrammed in the reverse direction to induced pluripotent stem (iPS) cells via the ectopic expression of key transcription factors (Takahashi and Yamanaka, 2006). Since the initial pioneering discovery, many population-based and single cell genomics studies have explored the molecular underpinnings of transcription factor-mediated reprogramming (Hanna et al., 2009; Koche et al., 2011; Rais et al., 2013; Soufi et al., 2012). Recent efforts have uncovered changes in transcription, cell surface markers and classic epigenetic modifications during intermediate stages in the reprogramming process (Buganim et al., 2012; Lujan et al., 2015; Polo et al., 2012). Although there is some evidence of epigenetic traces from the somatic cell of origin (Bock et al., 2011; Kim et al., 2010; Polo et al., 2010), the emerging model is that ES-like epigenetic and transcriptional states can be generally reset under proper reprogramming conditions (Stadtfeld et al., 2010).

The role for chromatin topology in the acquisition of pluripotency during reprogramming has not yet been elucidated. Recent studies have suggested that specific long-range interactions between Nanog and/or Oct4 and target enhancers can be reset during
reprogramming and precede re-activation of the involved genes (Apostolou et al., 2013; de Wit et al., 2013; Denholtz et al., 2013; Wei et al., 2013; Zhang et al., 2013a). Beyond these initial locus-specific studies, it remains unknown whether the somatic cell genome unfolds/refolds at the sub-Mb scale within TADs and how chromatin topology is linked to gene expression changes during reprogramming. Here we report a detailed analysis of local chromatin folding changes during somatic cell reprogramming. We created ~4–12 kilobase (kb) resolution chromatin architecture maps in primary neural progenitor cells (NPCs), iPS cells derived from primary NPCs and pluripotent ES cells. We employed Chromosome-Conformation-Capture-Carbon-Copy (5C) to query fine-scale architectural changes in Mb-sized regions around key developmentally regulated genes. We find that chromatin folding is markedly reconfigured within TADs during the transition from primary NPCs to iPS cells. In many cases, pluripotency genes re-engage in fully reprogrammed interactions with their target ES-specific enhancers. Unexpectedly, we also observe NPC interactions around key pluripotency genes (e.g. Sox2, Klf4) that remain persistently tethered in our iPS clone. Pluripotency genes engaged in ‘persistent NPC-like’ interactions can exhibit over/under-shooting of gene expression levels in iPS, despite the fact that they may have also re-established contact with their target ES-specific enhancer(s). We also uncover a subset of ‘poorly reprogrammed’ interactions that break apart during differentiation and do not fully reconnect in our iPS clone. Many ‘poorly reprogrammed’ interactions exhibit ES-specific CTCF occupancy that is lost during differentiation and only partially recovered in iPS cells. Importantly, 2i/LIF conditions can (i) abrogate ‘persistent NPC-like’ interactions, (ii) recover ‘poorly reprogrammed’ interactions, (iii) re-instate inadequately reprogrammed CTCF occupancy and (iv) restore precise gene expression levels.

Results

Chromatin folding markedly reconfigures at the sub-Mb scale during reprogramming

To investigate changes in 3D chromatin topology during somatic cell reprogramming, we first generated ~4–12 kb-resolution chromatin architecture maps in primary NPCs, iPS cells derived from primary NPCs and ES cells (Fig. 1A). To achieve a comparable genetic background to our pluripotency model (V6.5 ES cells; 129/SvJae x C57BL/6), we selected a previously published iPS clone derived from primary NPCs isolated from neonatal brains of Sox2-green fluorescent protein (Sox2-GFP) indicator mice (mixed 129/SvJae x C57BL/6 genetic background) (Eminli et al., 2008; Stadtfeld et al., 2008). Hochedlinger and colleagues generated this iPS clone via the transduction of primary Sox2-GFP NPCs with doxycycline-inducible lentiviral vectors encoding Oct4, Klf4 and c-Myc. Importantly, this iPS clone was extensively characterized for its pluripotent properties as assessed by (i) expression of endogenous pluripotency markers (Oct4, Sox2, Nanog), (ii) demethylation of Oct4 and Nanog promoters, (iii) transgene-independent self renewal, (iv) in vivo teratoma formation of all three germ layers and (v) generation of chimeric mice (Eminli et al., 2008). Our three cellular states enable a detailed analysis of how chromatin unfolds/refolds between NPCs and iPS cells and also facilitate the comparison of genome topology between ES/iPS of comparable genetic background.
We employed 5C and high-throughput sequencing to create fine-scale chromatin architecture maps spanning > 7 Mb of the mouse genome within a set of TADs (Dostie et al., 2006). 5C combines Chromosome-Conformation-Capture (3C) with a primer-based hybrid capture step to facilitate cost-effective detection of sub-Mb scale interactions in Mb-sized loci of interest (Dekker et al., 2013). We used a tiled/alternating primer design around Nanog, Sox2, Klf4, Oct4, Nestin, and Olig1-Olig2 (described in detail (Phillips-Cremins et al., 2013)). Our 5C primer design scheme enabled the creation of ~4–12 kb resolution architecture maps for all loci combined across three cellular states with less than 30 million reads per replicate (Table S1). The power in this approach is that it focuses on elucidating fine scale architecture changes at the sub-Mb scale within TADs (Fig. 1B).

We first visualized 5C data with contact frequency heatmaps. To resolve underlying topological features, we developed an analysis pipeline to correct for known biases in 5C data and to normalize samples within and between biological replicates (described in detail Supplemental Experimental Procedures). Briefly, raw data (Fig. S1A) were quantile normalized to bring the dynamic range of all samples onto equivalent scales and to account for technical differences in sequencining depth and library complexity (Fig. S1B). To account for differences in primer efficiency that lead to non-uniformities in coverage across genomic regions, we applied our previously published primer correction algorithm to quantile-normalized data (Fig. S1C, (Phillips-Cremins et al., 2013)). We then applied a blocked binning/smoothing algorithm to attenuate spatial noise in 5C data (Fig. S1D). Our ‘Relative Contact Frequency’ heatmaps revealed striking topological patterns that are dynamic across cellular states and unique to each genomic region (Fig. 1C).

To further resolve the underlying architectural signal, we corrected for the known distance-dependence background in 5C data (Sanyal et al., 2012) (Fig. S1E–G). Consistent with recent reports (Rao et al., 2014), we found that a local distance-dependence model computed independently for each region would more precisely account for locus-specific differences in chromatin folding that are often over/under-estimated by a global background model (Fig. S1G). Our ‘Distance-Corrected Interaction Score’ heatmaps showed striking changes in topological features among NPCs, iPS and ES cells (Fig. 1D, Fig. S1E–F) with high consistency between replicates and marked differences among biological conditions (Table S2). A systematic comparative analysis at each stage in the pipeline confirmed that we have reduced known biases in 5C data (Figs. S1A–I, S2A–G).

**iPS genomes can exhibit imperfectly rewired folding patterns**

We next explored fine-scale chromatin folding features within TADs by visually inspecting our heatmaps. Consistent with our previous work, we observed marked changes in chromatin architecture between ES cells and NPCs. Importantly, we also noticed a striking architectural reconfiguration between NPCs and NPC-derived iPS cells (Fig. 1C–D). At many loci, iPS genome folding recapitulates the patterns seen in V6.5 ES cells. However, we also noticed several intriguing cases where iPS topology retained remnants of the folding patterns from NPCs (Fig. 1D).

To further explore the possibility that genome folding might be mis-wired during reprogramming, we conducted principal component analysis on our ‘Distance-Corrected
Interaction Frequency’ data across all replicates and cellular states. Interestingly, we observed that genome topology in our iPS clone exhibited folding patterns that were intermediate between NPCs and the pluripotent stem cell state (Fig. 2A). To explore the functional significance of potential intermediate iPS folding patterns, we queried the transcriptome of all three cellular states using RNAseq. Consistent with our 3D observations, global gene expression profiles in our iPS clone were also parsed as intermediate between ES cells and NPCs (Fig. 2B). Together, these results support the possibility that genome architecture of some iPS clones might be imperfectly wired within TADs during reprogramming.

**Dynamic 3-D interaction classes during cell fate transitions**

To identify high-confidence, long-range interactions across all developmentally regulated loci, we fit our ‘Distance-Corrected Interaction Frequency’ data with a logistic distribution with location/scale parameters computed independently for each region (Fig. S3A, Supplemental Experimental Procedures). We then converted the p-values from our fitted models into an interaction score ($-10\log_2(p\text{-value})$) that is comparable within and between experiments and allows for the robust detection of interactions that are significant above the expected background signal.

We next employed a thresholding strategy to classify 3D interactions by their dynamic contact frequencies across the three cellular states (Fig. 3A–D). To minimize false positives, we required that interaction scores cross the threshold boundaries in both replicates for a given biological condition. Moreover, we iteratively defined thresholds to achieve an empirical False Discovery Rate (eFDR) of < 10% when applied to simulated 5C replicates (Figs. 3E–H, S3B+C, Supplemental Experimental Procedures). Upon application of our classification scheme, we uncovered several dynamic interaction classes among ES, NPC and iPS cellular states (Figs. 3I–J), including: (i) 537 interactions present in ES cells, lost in NPCs and reacquired upon reprogramming (purple class) (Fig. 3K), (ii) 3004 interactions present only in ES cells and not reprogrammed (red class) (Fig. 3L), (iii) 5043 interactions absent in ES cells, acquired upon differentiation and lost in iPS cells (green class) (Fig. S3D), (iv) 1708 interactions present only in iPS cells (orange class) (Fig. S3E), (v) 148 interactions that are high in ES cells and NPCs and not present in iPS (gold class) (Fig. S3F) and (vi) 282 interactions absent in ES cells, acquired in NPCs and residually connected in iPS cells (blue class) (Fig. S3G). Noteworthy, we found that the sensitive detection of these interaction classes, particularly those that distinguish iPS from ES cells, was contingent upon the resolution and read depth afforded by the 5C approach (Figs. S3H–I).

Importantly, we note that the majority of high-count pixels were spatially adjacent each other in our ‘Distance-corrected Interaction Score’ heatmaps and appear to form larger clusters of enriched 3-D contact (Fig. 3K–L, 3N, S3D–G). To ensure that our approach was not inflating the number of significant interactions, we clustered adjacent pixels that were similarly classified, resulting in a total of only 1,248 unique interactions across three cellular states in our 5C regions (~7.5 Mb) (Fig. 3M). Our clustering approach is similar to the methodology employed by Aiden and colleagues for high-resolution Hi-C data (Rao et al., 2014). We emphasize two important points regarding the 3-D interaction classes called in
this study: (i) the interactions represent both specific looping contacts and subTAD boundaries that are dynamic across three cellular states and (ii) rather than a traditional peak calling approach in just one cell type, we are reporting seven classes of long-range interactions called across three cellular states with a focus on the regions of the genome that are most likely to undergo dynamic restructuring during the reprogramming process. Overall, these results indicate that chromatin architecture is highly dynamic during cell fate transitions, with unique folding classes emerging during the reprogramming process.

Pluripotency genes form interactions that can successfully reprogram

We next set out to explore the biological relevance of our dynamic interaction classes. We utilized a series of integrative computational approaches to elucidate the underlying relationships among: (i) fine-scale chromatin folding, (ii) gene expression, (iii) histone modifications characteristic of cell type-specific regulatory elements and (iv) binding profiles of the architectural protein CTCF (Tables S1, S3, S4).

We first investigated the interactions that were present in ES cells, lost in NPCs and reconnected during reprogramming (ES-iPS; purple class) (Fig. 4A). We noticed that the Sox2 gene formed a strong 3D interaction with a pluripotent enhancer element ~120 kb downstream marked by a large domain of H3K4me1/H3K27ac in ES cells (Fig. 4B). Upon differentiation, the Sox2-pluripotent enhancer interaction disassembled in parallel with loss of H3K27ac signal and then subsequently reassembled in iPS cells (Fig. 4B,C). We also identified ES-iPS (purple class) interactions between the Oct4/Pou5f1 gene and a putative enhancer element ~20 kb upstream marked by ES-specific H3K4me1/H3K27ac (Fig. 4D). As expected given the pluripotent properties of our iPS clone, the Oct4-enhancer interaction breaks apart in NPCs and reconnects again in iPS cells (Fig. 4D,E). We next quantitatively assessed the enrichment of a wide range of genomic elements in the ES-iPS class of successfully reprogrammed 3D interactions. Consistent with previous reports (Apostolou et al., 2013) and our qualitative observations, pluripotency genes and putative ES-specific enhancers were significantly enriched at the base of ES-iPS interactions (Fig. 4F). Together, these results indicate that pluripotency genes can form long-range connections with ES-specific enhancer elements and that these interactions can reprogram in iPS cells.

To explore the functional significance of fully reprogrammed interactions, we next conducted genome-wide RNA-seq analysis in ES, NPCs and iPS cells. We examined Oct4 and Sox2 gene expression after normalization among libraries to account for any potential batch effects and differences in sequencing depth (Fig. S4A–D; Tables S3, S5, S6). Unexpectedly, despite reconnection with target pluripotent enhancers, Sox2 expression was markedly lower than target ES cell expression levels (Fig. 4G), whereas Oct4 expression was more than 2-fold higher than target ES cell expression levels (Fig. 4H). Our observations highlight the importance of further understanding the relationship between genome folding and expression, and led us to question if more global architectural connections around these pluripotent enhancer-promoter interactions could be linked to inaccurately reprogrammed gene expression levels in iPS cells.
Some pluripotency genes reconfigure into new NPC interactions that remain persistent in iPS

We next sought to understand larger-scale chromatin folding patterns around Sox2 (Fig. 5A). We hypothesized that chromatin architecture dynamics surrounding the short-range enhancer-promoter interaction might impact the incompletely reprogrammed Sox2 expression in our iPS clone. Unexpectedly, we observed that Sox2 is also engaged in NPC-iPS (blue class) interactions classified by (i) absence in ES cells, (ii) acquisition in NPCs and (iii) residual tethering in iPS cells (Fig. 5A–B). In NPCs, the Sox2-pluripotent enhancer interaction breaks apart and the gene forms long-range contacts with two distal NPC-specific enhancers marked by NPC-specific H3K27ac/H3K4me1. Intriguingly, although the Sox2-pluripotent enhancer interaction is reassembled (purple box), the gene also remains partially tethered to the NPC-specific enhancer in iPS cells (blue box) (Fig. 5A). We observed a similar phenomenon at the Klf4 locus, where the Klf4 gene is highly expressed in ES cells and interacts with a putative ES-specific enhancer element marked by ES-specific H3K4me1/H3K27ac ~75 kb upstream of the gene (Fig. S5A–D). In NPCs, Klf4 disconnects from its pluripotent enhancer and engages with a downstream NPC-specific enhancer (Fig. S5E–F). In iPS cells, Klf4 retains its interaction with the NPC-specific enhancer (blue box) while also partially re-tethering to its target pluripotent enhancer (purple box) (Fig. S5F).

We hypothesized that the dual tethering of Sox2/Klf4 genes to their target ES-specific pluripotent enhancers and their decommissioned NPC-specific enhancers might lead to inaccurate reprogramming of proper expression levels in our iPS clone. As a first step toward testing this hypothesis, we cultured our iPS clone under 2i/LIF conditions to promote a naïve, ground state of pluripotency and ensure morphological/phenotypic uniformity across the population (Marks et al., 2012; Ying et al., 2008). Strikingly, we noticed that 2i/LIF culture of iPS cells resulted in (i) loss of the Sox2- or Klf4-NPC enhancer (blue class) interactions, (ii) a further amplification in strength of the Sox2- or Klf4-pluripotent enhancer (purple class) interactions and (iii) a fine-tuning of Sox2 or Klf4 expression to ES levels (Fig. 5A, 5C–D, S5E+F). These results indicate that 2i/LIF conditions are capable of untethering persistent somatic cell chromatin architecture in a population of iPS cells and restoring inaccurately reprogrammed gene expression to levels equivalent to those found in V6.5 ES cells. Future causative studies will be necessary to further dissect the link among architectural persistence, naïve vs. primed pluripotency and precise gene expression levels during reprogramming.

We then set out to further understand the mechanistic basis of NPC-iPS (blue class) interactions. Quantitative enrichment analysis revealed three key genomic annotations enriched at the base of NPC-iPS contacts: (i) ES-specific genes, (ii) NPC-specific CTCF and (iii) constitutive CTCF (Fig. 5E). We then computed ‘sided’ enrichments by accounting for the presence/absence of genomic annotations in both anchoring loci at the base of the NPC-iPS interactions (see schematic, Fig. 5F). Consistent with our qualitative observations, ES-specific genes most significantly contact NPC-specific enhancers when located at the base of NPC-iPS interactions (Fig. 5F). We note that Sox2 and Klf4 are classified as ES-specific genes in our study due to their markedly increased expression in ES cells vs. NPCs. However, both genes are still expressed at levels at least 8-fold higher than background in
NPCs. Together, these results led us to hypothesize that genes with developmental roles in both ES cells and NPCs, but regulated by different enhancers in the two cellular states, might be particularly susceptible to inappropriate tethering to off-lineage enhancers in iPS cells.

Our quantitative enrichment analyses also indicated that ES-specific genes formed significant 3-D connections with NPC-specific and constitutively bound CTCF sites (Figs. 5E–F). Consistent with this quantitative result, we noticed a constitutively bound CTCF site at the base of the Sox2 NPC-specific enhancer (Fig. 5A) and an NPC-specific CTCF site at the base of the Klf4 NPC-specific enhancer (Fig. S5F), suggesting that CTCF might work together with enhancers to facilitate 3-D connections to the correct target gene(s). To understand how CTCF binding might be altered during reprogramming, we performed CTCF ChIP-qPCR across all five of our cellular states. We queried CTCF occupancy levels in the NPC-specific and ES-specific enhancers (Fig. 5A, blue and red stars, respectively) at the Sox2 locus. We found that the NPC-specific enhancer remains constitutively bound by CTCF in ES, NPC, iPS, ES+2i and iPS+2i conditions (Fig. 5G, left). By contrast, the ES-specific enhancer exhibited high CTCF in ES cells, loss of binding in NPCs, sustained low CTCF occupancy in iPS cells and subsequent restoration of occupancy in 2i/LIF (Fig. 5G, right).

Intriguingly, CTCF binding patterns correlate with the changes in chromatin architecture around Sox2. In ES cells, the constitutive CTCF site interacts with the ES-specific CTCF site, resulting in spatial co-localization of the ES- and NPC-specific enhancers (Fig. 5A, red box). Loss of CTCF binding at the ES-specific enhancer correlates with disconnection of the enhancer-enhancer interaction in NPCs. In parallel, the constitutive CTCF site at the NPC-specific enhancer forms a strong NPC-iPS (blue class) interaction with the Sox2 gene (Fig. 5A, blue box). We posit that the Sox2-NPC-enhancer interaction remains tethered in iPS cells because CTCF does not fully rebind to the ES-specific enhancer (Fig. 5G, right). In support of this idea, 2i/LIF leads to (i) reacquisition of CTCF binding at the ES-specific enhancer, (ii) reconnection of the interaction between both ES-specific and NPC-specific enhancers and (iii) abrogation of the Sox2-NPC-specific enhancer interaction. These observations are consistent with a working model in which ‘persistent-NPC’ interactions can remain in iPS cells when some developmentally regulated genes are tethered to NPC-specific enhancers, possibly at constitutive or NPC-specific CTCF sites.

We highlight that somatic cell-specific elements were not specifically enriched in NPC-iPS interactions (Fig. S6A–C). For example, NPC-specific genes and enhancers were primarily enriched in NPC only (green class) interactions, supporting our finding that it is ES-specific genes, particularly those that remain somewhat active in NPCs, that are redirected into NPC-iPS contacts. An example illustrating this idea can be found at the Olig1/Olig2 genes that are expressed in an NPC-specific manner and equivalently form NPC only (green class) interactions with a downstream NPC-specific enhancer (Fig. S6D–E). Expression of Olig1/2 is lost in parallel with loss of the green class 3-D interaction. Together, these results support the intriguing possibility that ES-specific genes that remain partially active in NPCs form new interactions with somatic cell-specific enhancers during differentiation and that these contacts can remain tethered as a form of architectural persistence in iPS cells. Noteworthy,
because 5C is performed on a population of millions of cells, we cannot distinguish between the possibilities that (i) pluripotency genes simultaneously form both ES-iPS and NPC-iPS contacts in individual cells or (ii) pluripotency genes form two different sets of interactions in distinct ES-like subpopulations.

### Pluripotent interactions that do not reprogram display dynamic CTCF occupancy

Finally, we explored the interactions that are present in ES cells and lost in NPCs, but do not reconnect in iPS cells (red group, Figs. 6A–B, S7A–B). A notable illustration of these ‘poorly reprogrammed’ interactions is found at the Zfp462 gene (highlighted in green, Fig. 6A), which interacts with a downstream putative ES-specific enhancer element in ES cells. Zfp462 expression is reduced in NPCs in parallel with loss of H3K27ac at the putative downstream enhancer and loss of the interaction. By contrast to the previously discussed ES-iPS (purple) group, this gene-enhancer interaction is not reassembled in iPS. Similarly, the genes Mis18a and Urb1 form interactions in ES cells that are not reprogrammed (highlighted in yellow and green, respectively; Fig. S7A). Together, these genomic loci reveal a class of interactions that are refractory to reprogramming in iPS cells.

To investigate the mechanistic basis for poorly reprogrammed (red class) interactions, we again looked for possible dynamic CTCF binding. We noticed that genomic loci where CTCF is bound in ES cells, but severely depleted in NPCs, were preferentially located at the base of poorly reprogrammed interactions (green boxes; Figs. 6A, S7A). Consistent with this observation, ES-specific CTCF sites were significantly enriched in ES only (red class) interactions (Fig. 6C+D). ChIP-qPCR analysis of CTCF occupancy revealed consistent depletion of CTCF in our iPS clone compared to ES cells (Fig. 5G, 6H, S7G). Importantly, culture of our iPS clone in 2i/LIF media resulted in (i) reacquisition of the red group interactions, (ii) re-establishment of CTCF occupancy and (iii) restoration of gene expression levels in iPS (Figs. 6E–H, S7C–G). Corroborating locus-specific observations, a global analysis of red class interactions demonstrated a marked increase in interaction score upon addition of 2i/LIF media to iPS cells (Fig. 6G). On the basis of these results, we posit that the loss of CTCF binding at critical developmentally regulated loci can be inefficiently restored during a cell-fate transition like somatic cell reprogramming.

### Somatic elements are disconnected and pluripotent genes hyperconnected in our iPS clone

We hypothesized that distinct types of regulatory elements exhibit differential connectivity patterns as ES cells transition to NPCs and back to iPS cells. To address this hypothesis, we computed a ‘connectivity’ metric for each class of genomic element in each of the three cellular states. ES-specific enhancers lose their connectivity in NPCs and then reconnect in iPS cells (Fig. 7A). Intriguingly, ES-specific genes become increasingly more connected upon differentiation and subsequent reprogramming (Fig. 7B). By contrast, NPC-specific genes/enhancers increase connectivity in NPCs, but then resume ground state ES-like connectivity in iPS (Fig. 7C–D). Poised enhancers and invariant CTCF sites display minor differences in connectivity across the three cellular states (Figs. 7E+F), whereas ES-specific CTCF sites lose their interactions upon differentiation and only partially gain back
connectivity in iPS (Fig. 7G). NPC-specific CTCF sites increase in connectivity in NPCs and then partially resume their disconnected state in iPS cells (Fig. 7H).

Overall, our results support a model in which somatic cell regulatory elements reconfigure to a ground connectivity state during reprogramming, whereas pluripotency genes (particularly those that retain a low level of activity in NPCs) can be ‘hyperconnected’ in our iPS clone due to persistent cell-of-origin interactions (Fig. 7I). We hypothesize that ‘persistent-NPC’ and ‘poorly reprogrammed’ interactions contribute to inaccurate reprogramming of gene expression levels. Consistent with this idea, 2i/LIF can erase ‘persistent-NPC’ interactions, restore ‘poorly reprogrammed’ interactions and re-establish precise ES-like expression levels in our iPS clone.

Discussion

Understanding the molecular mechanism(s) governing somatic cell reprogramming is of paramount importance to our knowledge of cell fate commitment and the use of iPS cells for regenerative medicine applications. Mechanistic studies have primarily focused on profiling gene expression and classic epigenetic modifications at intermediate stages in the reprogramming process (Koche et al., 2011; Polo et al., 2012; Soufi et al., 2012; Stadtfeld et al., 2008). However, the molecular roadblocks that impede the efficiency and timing of epigenome resetting in iPS cells are just beginning to emerge. Here we examine a unique aspect of reprogramming: the higher-order folding of chromatin in the 3D nucleus. We demonstrate that iPS genome architecture at the sub-Mb scale within TADs can be imperfectly rewired during transcription factor-mediated reprogramming.

Recent studies focusing on a single locus (e.g. Nanog, Oct4) reported that pluripotency genes can re-establish long-range connections with their target enhancers in iPS cells (Apostolou et al., 2013; de Wit et al., 2013; Denholtz et al., 2013; Wei et al., 2013; Zhang et al., 2013a). Motivated by the need to understand how chromatin unfolds/refolds more generally in iPS, we created high-resolution maps of chromatin architecture in Mb-sized regions around developmentally regulated genes. Consistent with previous reports, we observe that many pluripotency genes interact with ES-specific enhancers in ES cells; these interactions break apart in NPCs and then reassemble in iPS cells. Additionally, we find that somatic cell interactions between NPC-specific genes and NPC-specific enhancers generally disconnect in iPS cells. Thus, our data confirm and extend several known locus-specific principles of genome folding during reprogramming.

We also uncover new classes of chromatin interactions that do not behave in the expected manner. We identified a small subset of NPC-iPS (blue class) interactions representing persistent chromatin folding patterns from the somatic cell of origin in iPS cells. Unexpectedly, we find that some key pluripotency genes can form new 3-D connections in NPCs that remain tethered in our iPS clone. For example, Klf4 and Sox2 are dually tethered to their target ES-specific enhancers and their decommissioned NPC-specific enhancers in iPS cells. We posit that this rare, but intriguing form of ‘architectural persistence’ might be causally linked to inaccurate reprogramming of target gene expression levels in certain iPS clones. In support of this working model, we find that 2i/LIF conditions are capable of
untethering persistent somatic cell chromatin architecture and restoring the inaccurately reprogrammed expression to levels equivalent to those found in a genetically comparable ES cell line. Noteworthy, NPC-specific genes/enhancers form contacts in NPCs that subsequently disassemble in iPS, suggesting that somatic genes are not driving the architectural persistence in iPS cells. These results agree with previous studies suggesting that somatic cell gene expression is downregulated during the initiation phase of reprogramming and precedes the re-activation of the pluripotency network (Polo et al., 2012). We favor a model in which reconfiguration of higher-order chromatin topology could be a potential rate-limiting step in the reprogramming process and that architectural persistence or incomplete architectural reprogramming (discussed below) can block the formation of fully reprogrammed iPS cells (Buganim et al., 2012; Tanabe et al., 2013).

CTCF is a key player in the organization of the 3D genome and anchors the base of a large number of long-range interactions in ES cells (Dixon et al., 2012; Rao et al., 2014; Handoko et al., 2011; Phillips-Cremins et al., 2013). Here we provide a new link between CTCF and reprogramming. We identify a new class of chromatin interactions that are high in ES cells, break apart in NPCs and are not fully reconfigured in iPS cells. Importantly, we find that these 'poorly reprogrammed' interactions often contain ES-specific CTCF binding sites that lose occupancy in NPCs and do not re-acquire full binding in our iPS clone. CTCF has largely stable occupancy patterns during development, with 60–90% of sites remaining bound to the genome between cell types (Kim et al., 2007). Thus, we speculate a model in which CTCF binding is difficult to lose during differentiation, but once occupancy is abolished it is inefficiently re-established during reprogramming. Importantly, DNA methylation is refractory to CTCF binding (Bell and Felsenfeld, 2000), suggesting a possible link between poorly reprogrammed chromatin contacts and previously reported sources of cell of origin epigenetic persistence (Kim et al., 2010; Polo et al., 2010). Indeed, because ES cells cultured in 2i/LIF display global hypomethylation (Ficz et al., 2013; Habibi et al., 2013), we speculate that the interplay between CTCF and dynamic DNA methylation might serve as a mechanism underlying our observation that 2i/LIF media can fully restore CTCF occupancy and ‘poorly reprogrammed’ interactions.

Epigenetic and transcriptional signatures are generally reset in fully reprogrammed iPS cells cultured under optimal conditions (Cahan et al., 2014; Stadtfeld et al., 2010). However, variations in epigenetic profiles among iPS clones have been attributed to reprogramming method, passage number, genetic background or lab-to-lab procedural discrepancies (Bock et al., 2011; Polo et al., 2010). Therefore, we sought to confirm that our observations were truly linked to inefficiencies in the reprogramming of our iPS clone, and not experimental artifacts due to (i) residual somatic cells in our iPS population or (ii) lab-specific culture conditions. Importantly, Hochedlinger and colleagues have extensively characterized the iPS clone used in this manuscript for its pluripotent properties (Eminli et al., 2008). Additionally, our iPS clone was cultured to > 15 passages in serum+LIF-containing growth conditions not amenable to NPC proliferation/survival. Finally, known NPC markers are not upregulated in our iPS population vs. ES cells (Fig. S6E–G). Thus, we see no evidence of contaminating NPCs in our iPS cells. Although somatic cells are absent, we cannot rule out the possibility that there could be a gradient of pluripotent properties (e.g. a continuum between naïve and primed pluripotency) across single cells within our fully reprogrammed...
iPS clonal population. Because we are conducting population-based assays, we would detect all interactions that exist across the different pluripotent states. Consistent with this possibility, we see that conversion of the population to a uniform, naïve pluripotent state with 2i/LIF media abrogates “architectural persistence” interactions and re-instates “poorly reprogrammed” interactions. Additionally, although we subjected our iPS cells with or without 2i/LIF to the same number of passages (p > 15), we cannot rule out the possibility that further long-term passaging might also resolve any mis-wired chromatin interactions. Noteworthy, these results raise the interesting possibility that an iPS clone capable of creating transgenic mice might still exhibit some level of architectural heterogeneity that can be fully resolved with 2i/LIF media. Exciting lines of future inquiry will query genome folding in higher passages, alternative reprogramming conditions, tetraploid-complementation verified iPS cells and a range of iPS clones derived from multiple somatic cell lineages.

While Beagan et al. was under review, de Laat, Graf and colleagues published a genome-wide analysis of chromatin architecture in iPS cells derived from four independent somatic cell lineages (Krijger et al., 2016). The authors take a top-down approach in which they generate genome-wide, albeit low resolution, Hi-C maps suited to query higher-order levels of genome organization (i.e. A/B compartments, TADs, nuclear positioning of TADs). Importantly, they demonstrate that A/B compartments are largely reset during reprogramming. Moreover, consistent with the leading idea that TADs are largely invariant among cell types (Dixon et al., 2012), TAD boundaries remained for the most part consistent among iPS clones and ES cells. At the level of sub-Mb scale genome folding, however, the design of the two studies is such that different findings arise. Here we take a bottom-up approach in which we create high-resolution, high-complexity maps focused on fine-scale chromatin folding dynamics within TADs around developmentally regulated genes. Given the sensitivity and statistical power afforded by the 5C assay, it is not surprising that we detect a larger number of dynamic looping interactions and subTAD boundaries than reported in Krijger et al. during the transition among ES, iPS and NPC cellular states. Noteworthy, when we increase our bin size from 4 kb up to 300 kb (Fig. S3H), we can recapitulate the author’s high level of correlation between the ES and iPS cells (Fig. S3I). Krijger et al. and Beagan et al. offer complementary viewpoints into genome architecture dynamics across a wide range of length scales and resolutions during reprogramming. Together, the findings from these studies are consistent with our working hypothesis that architectural changes causally linked to developmentally relevant alterations in gene expression occur within TADs at the sub-Mb scale.

Overall, we present high-coverage, fine scale maps of chromatin folding within TADs in iPS cells and use our maps to uncover several new organizing principles for genome folding during reprogramming. We find that different cell type-specific regulatory elements exhibit contrasting 3-D connectivity patterns as cells switch fates in forward and reverse directions. A deeper understanding of the role for chromatin folding at each step in the reprogramming process is of critical importance toward the use of iPS cells for disease modeling and regenerative medicine purposes. Future work combining high- and low-resolution mapping approaches will provide a comprehensive view of genome folding across length scales and cellular states to create a catalogue of “hotspots” of incomplete architectural reprogramming.
and address whether specific somatic cell types are more or less resistant to topological changes.

**Experimental Procedures**

**Cell culture, differentiation and reprogramming**

V6.5 ES cells, primary NPCs and NPC-derived iPS cells were cultured as described in the Supplemental Experimental Procedures. Briefly, ES cells were expanded on Mitomycin-C inactivated MEFs under standard pluripotent conditions and passaged onto feeder-free gelatin-coated plates before fixation. Primary NPCs were isolated from whole brains of P1 129SvJae x C57/BL6, Sox2-eGFP mice and cultured as neurospheres for two passages before adherent culture and fixation. The iPS clone used in this paper was derived and characterized in (Eminli et al., 2008) and expanded/cultured for use in this study to >15 passages with or without 2i/LIF media as described in the Supplemental Experimental Procedures.

**Generation and analysis of 5C libraries**

5C libraries were generated according to standard procedures described in the Supplemental Experimental Procedures. Paired-end reads were aligned to a pseudo-genome consisting of all 5C primers using Bowtie. Interactions were counted when both paired-end reads were uniquely mapped to the 5C primer pseudo-genome. Counts were converted to contact matrices for each genomic region queried and processed, normalized and modeled as described in the Supplemental Experimental Procedures. Customized algorithms for classification of 5C interactions and the downstream integration of interaction classes with ChIP-seq and RNA-seq data are detailed in the Supplemental Experimental Procedures.

**RNA-seq library preparation and analysis**

Cells were lysed with Trizol and total RNA was extracted as detailed in the Supplementary Experimental Procedures. Samples were prepared for sequencing using the Illumina TruSeq Stranded Total RNA Library Prep kit with RiboZero (Illumina RS-122–2202) following the supplier’s protocol and sequenced on the Illumina NextSeq500. Libraries were analyzed and corrected for any sequencing depth or batch effect differences with methods described in the Supplemental Experimental Procedures.

**ChIP-seq analysis and ChIP-qPCR**

A summary of published ChIP-seq libraries re-analyzed in this study is provided in Table S4. Reads were aligned to mm9 with Bowtie using default parameters. Only uniquely mapped reads were used for downstream analyses. ChIP-seq peak calling and ChIP-qPCR experiments are detailed the Supplemental Experimental Procedures.

**Supplementary Material**

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• 3D genome architecture is markedly reconfigured during reprogramming
• Some pluripotency genes engage in persistent, NPC-like interactions reversed in 2i
• Poorly reprogrammed interactions exhibit dynamic CTCF binding reinstated in 2i
• Imperfect iPS genome topology linked to inaccurately reprogrammed expression
Figure 1. High-resolution architecture maps reveal marked chromatin reconfiguration during somatic cell reprogramming

(A) Phase contrast images of the reprogramming model system. (B) Genome-wide ES cell Hi-C data (Dixon et al., 2012) at different bin sizes illustrating chromosome territories, A/B compartments and TADs. Images made with the Juicebox tool (http://www.aidenlab.org/juicebox/). The 4–12 kb resolution heatmaps from the present study query fine scale genome folding at the sub-Mb scale within TADs. (C) Relative contact frequency heatmaps are displayed for all biological replicates and regions queried. Color bars range from low (grey) to high (red/black) interaction frequencies. (D) Distance-corrected interaction score heatmaps for a select region around the Sox2 gene illustrating the presence of dynamic chromatin architecture among ES, NPC and iPS cells. Color bars range from low (blue) to high (red/black) interaction scores.
Figure 2. iPS genomes can exhibit intermediate folding and expression patterns between somatic and pluripotent stem cell states
Principal component analysis of (A) distance-corrected interaction frequency data and (B) normalized RNAseq data for ES, NPC and iPS replicates. (A, B) Principal components 1 and 2 are scattered and the proportion of variance explained by each principal component is plotted below each scatterplot.
Figure 3. Genome architecture can be classified into several distinct dynamic groups during cell fate transitions.

(A–C) Scatterplot comparison of distance-corrected interaction scores between (A) ES cells and NPCs, (B) ES and iPS cells and (C) NPCs and iPS cells. Thresholds are displayed as blue lines. For pairwise plots, cell type-specific, invariant and background interactions are represented by blue, grey and brown colored shading, respectively. (D) 3D scatterplot of distance-corrected interaction scores for cellular states in which both replicates cross the thresholds displayed in (A–C). Interaction classes are indicated by color (red, ES only; green, NPCs only; orange, iPS only; purple, ES-NPC; yellow, NPC/iPS; blue, iPS-NPC).
green, NPC only; orange, iPS only; gold, ES-NPC; purple, ES-iPS; blue, NPC-iPS; black, Background). Empirical false discovery rates computed from simulated data in (E–G) are reported for each classification. (E–G) Scatterplots of distance-corrected interaction scores from simulated replicates. Empirical false discovery rates were computed based on the number of interactions that cross pre-established thresholds in the simulated data versus the real data. (H) 3D scatterplot of distance-corrected interaction scores for simulated libraries that cross the thresholds displayed in (A–C, E–G). (I) Number of interactions called significant in each cell-type specific interaction class. (J) Schematic illustrating the 3D interaction behavior for each interaction class. (K–L) Zoomed-in heatmaps of distance-corrected interaction scores for specific (K) ES-iPS (purple class) and (L) ES only (red class) interactions. Classified interaction pixels are outlined in green. (M) Number of interactions called significant for each 3-D classification after clustering directly adjacent 4 kb bins. (N) Depiction of all interactions called as significant in the Sox2 region. Each interaction is outlined by the corresponding classification color.
Figure 4. Pluripotency gene-enhancer interactions can be re-established in iPS cells

(A) Schematic illustrating the ES-iPS (purple) interaction class. (B,D) Relative contact frequency heatmaps (top) and zoomed-in distance-corrected interaction score heatmaps (bottom) highlighting key ES-iPS interactions (purple class) between (B) Sox2 and (D) Oct4 genes and their target enhancers. Heatmaps are overlaid on ChIPseq tracks of H3K27ac and H3K4me1 in ES cells and NPCs. (C+E) Distance-corrected interaction score changes at (C) the Sox2-enhancer interaction and (E) Oct4-enhancer interaction among ES, NPC and iPS cells. Error bars represent the standard deviation across two 5C replicates. (F) Fold enrichment of cell type-specific regulatory elements in ES-iPS (purple class) interactions compared to the enrichment expected by chance across the genome. Color bar represents...
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fold change enrichment over background (blue, depletion; red, enrichment). P-values are computed with Fisher’s Exact test and listed in each bin. (G–H) Normalized gene expression is plotted for (G) Sox2 and (H) Oct4 genes. Error bars represent standard deviation across two RNAseq replicates.
Figure 5. Pluripotency genes can exhibit ‘persistent-NPC-like’ folding patterns in iPS cells

(A) Relative contact frequency heatmaps (top) and zoomed-in distance-corrected interaction score heatmaps (bottom) highlighting an NPC-iPS interaction (blue class) around the Sox2 gene. Heatmaps are overlaid on ChIPseq tracks of H3K27ac and CTCF in ES cells and NPCs. (B) Schematic illustrating the NPC-iPS (blue) interaction class. (C) Distance-corrected interaction score changes at an NPC-iPS interaction around the Sox2 gene among ES, NPC, iPS, ES+2i and iPS+2i conditions. Error bars represent standard deviation across two 5C replicates. (D) Normalized expression for the Sox2 gene. Error bars represent standard deviation across two RNAseq replicates. (E, F) Fold enrichment of cell type-specific regulatory elements in NPC-iPS (blue class) interactions compared to the enrichment expected by chance across the genome. P-values are computed with Fisher’s Exact test and listed in each bin. (E) Enrichment for any given genomic annotation at the base of NPC-iPS interactions. (F) Enrichment for any given pairwise combination of genomic annotations in the two anchoring bins at the base of NPC-iPS interactions. (G)
Relative ChIP-qPCR enrichment of CTCF binding at the NPC-iPS interaction (left, denoted by blue star in (A)) and ES only interaction (right, denoted by red star in (A)).
Figure 6. Interactions that do not reprogram display poorly reprogrammed CTCF occupancy

(A) Relative contact frequency heatmaps (top) and zoomed-in distance-corrected interaction score heatmaps (bottom) highlighting an ES only (red class) interaction at ES-specific CTCF binding sites at the Zfp462 gene (indicated in green). Heatmaps are overlaid on ChIPseq tracks of H3K27ac and CTCF in ES cells and NPCs. (B) Schematic illustrating the ES only (red class) interactions. (C) Fraction of ES only (red class) interactions enriched with distinct cell type-specific regulatory elements compared to the expected enrichment in background. P-values are computed with Fisher’s Exact test and listed in each bin. (D) Bar plot displaying the fraction of each interaction class containing ES-specific CTCF binding sites compared to the expected background fraction. Fisher’s Exact test: *, P= 2.06016e-21; **, P= 0.000541696. (E) Distance-corrected interaction score changes at an ES only interaction around the Zfp462 gene among ES, NPC, iPS, ES+2i and iPS+2i conditions. Error bars represent standard deviation across two 5C replicates. (F) Zfp462 gene expression among ES, NPC, iPS, ES+2i and iPS+2i conditions. Error bars represent standard deviation across two RNAseq replicates. (G) Aggregate distance-corrected interaction score changes among ES, NPC, iPS, ES+2i and iPS+2i conditions for genes anchoring red class. (H)
Relative ChIP-qPCR enrichment of CTCF binding at the ES only interaction (denoted by blue star in (A)).
Figure 7. Pluripotency genes can be hyperconnected in iPS cells
Connectivity of distinct regulatory elements in ES cells, ES-derived NPCs and NPC-derived iPS cells. (A) ES-specific enhancers; (B) ES-specific genes; (C) NPC-specific enhancers; (D) NPC-specific genes; (E) Poised enhancers; (F) Invariant CTCF; (G) ES-specific CTCF; (H) NPC-specific CTCF. (I) Schematic illustrating a model of the ‘hyper-connectivity’ of certain pluripotency genes in our NPC-derived iPS clone. Key ES-specific genes (denoted by colored arrows) display the ability to reprogram their connections with ES-specific enhancers (denoted by green/blue ‘transcription factor’ binding sites) and retain remnants of their somatic connections. This intermediate architectural state correlates with inaccurate reprogramming of gene expression levels (represented by colored +/−) and can be fully restored upon culture in 2i/LIF media.