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Abstract

Accurate segmentation of the prostate has many applications in prostate cancer diagnosis and therapy. In this paper, we propose a “Supervoxel” based method for prostate segmentation. The prostate segmentation problem is considered as assigning a label to each supervoxel. An energy function with data and smoothness terms is used to model the labeling process. The data term estimates the likelihood of a supervoxel belongs to the prostate according to a shape feature. The geometric relationship between two neighboring supervoxels is used to construct a smoothness term. A three-dimensional (3D) graph cut method is used to minimize the energy function in order to segment the prostate. A 3D level set is then used to get a smooth surface based on the output of the graph cut. The performance of the proposed segmentation algorithm was evaluated with respect to the manual segmentation ground truth. The experimental results on 12 prostate volumes showed that the proposed algorithm yields a mean Dice similarity coefficient of 86.9%±3.2%. The segmentation method can be used not only for the prostate but also for other organs.
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1. INTRODUCTION

It is estimated that there are 233,000 new cases of prostate cancer and 29,480 deaths from prostate cancer in the USA in 2014 [1]. Magnetic resonance imaging (MRI) has been increasingly used for the detection and diagnosis of prostate cancer [2–8]. Prostate delineation on MRI images helps physicians to measure the prostate size and help for treatment planning. However, prostate segmentation is a non-trivial because of the similar MR intensities between the prostate and adjacent tissue and because of the MR intensity inhomogeneity in the prostate region. Moreover, the prostate has a wide variety of shape appearance among different patients.

There are extensive studies [3, 9–14] in delineating the prostate surface from MRI. Qiu et al. [3] proposed a global optimization-based approach to segment T2 weighted MRI by
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enforcing the geometrically axial symmetry of the prostate shapes. This method coherently segmented a series of 2-D slices. Toth [9] presented a novel multi-feature landmark-free active appearance model for segmenting 2-D medical images. These methods yield good results but cannot handle medical images in a 3D manner. Egger [12] proposed an automated segmentation algorithm by applying a 3D graph-based algorithm for prostate segmentation. This method had a high computational cost due to their pixel-based manner. To resolve these problems, we propose a supervoxel-based 3D graph cuts method for segmenting the prostate. We cluster groups of similar pixels into supervoxels, which are used to compute robust local statistics. This supervoxel-based method reduces the computational and memory costs without sacrificing accuracy because supervoxels naturally respect the object surface. The output of the graph cuts is used as an initialization for 3D level set based segmentation [15, 16], which can produce smooth prostate surfaces.

2. METHODS

An overview of the proposed method is shown in Fig. 1. Given a 3D MR volume, supervoxels are first generated by an efficient algorithm as described below. This is the key step for the proposed method. Supervoxel is the basic processing unit of our method, which reduces the computational and memory cost significantly. Secondly, the initial segmentation is obtained by minimizing the supervoxel-based energy function using a 3D graph cut algorithm. Finally, a 3D level set algorithm is adopted to smooth the prostate surface of the initial segmentation. The initial segmentation is close to the true surface, so it makes the level set converge quickly.

2.1 Supervoxel

We consider one MR slice as a 2D image. “Superpixel” is a set of adjacent pixels in a slice with similar intensity or/and texture, while “Supervoxel” is a set of superpixels with similar intensity in the 3D volume. Fig. 2 demonstrates the supervoxels and their geometric relationships.

An intersection between a supervoxel $SV_i$ and Slice $j$ is a superpixel $sv_{ij}$. Supervoxel is defined as:

$$SV_i = \{sv_{ij}, j=1, \ldots, |SV_i|\}, i=1, \ldots, M$$

where $M$ is the number of the supervoxels in an MRI volume, $|SV_i|$ is the lifespan of the supervoxel $SV_i$. The $j$-th superpixel of $SV_i$ is $sv_{ij}$, which consists of a set of pixels in one slice. Note that, different supervoxels may have different beginnings, endings, and different lifespans. In this work, supervoxels are obtained by using a simple linear iterative clustering method (SLIC) [17].

2.2 Energy function based on supervoxels

Graph cut [18] has been improved to be an efficient method [12] for segmenting 3D medical images. We consider prostate segmentation as a supervoxel labeling problem in a 3D graph.
The supervoxels are labeled as the prostate or background by optimizing an energy function. The energy function is defined as:

$$E(l) = \sum_{SV \in \Omega} D_{SV}(l_{SV}) + \gamma \sum_{(SV_p, SV_q) \in N} V_{SV_p, SV_q}(l_{SV_p}, l_{SV_q})$$  (2)

where $l$ is the label of the supervoxel, Label 1 represents the prostate, while Label 0 corresponds to the background, $N \in SV \times SV$ is a neighborhood. We assume that $N$ contains a supervoxel pair $(SV_p, SV_q)$ which has a common boundary in one slice at least. The data term $D_{SV}(l_{SV})$ quantifies the distance of each supervoxel to a proposed shape model. The smoothness term $V_{SV_p, SV_q}(l_{SV_p}, l_{SV_q})$ quantifies how likely two supervoxels have the same label. The parameter $\gamma$ balances the weight between the data term and the smoothness term.

In this work, a shape model is proposed to build the data term. Three key slices are selected as the initialization, which are selected from the apex, base, and middle of the prostate. Four to six points are marked for each key slice. Based on these initializations, two semi-ellipsoids are fitted. One is toward to the apex, the other is toward to the base. Note that these two fitted surfaces of semi-ellipsoids are not accurate. They are just used to compute the shape data term.

Once the fitted surfaces are obtained, the prostate and the background shape data term can be defined as:

$$D_{SV}(l_{SV} = 1) = -\log f(S_{SV} | l_{SV} = 1)$$  (3)

$$D_{SV}(l_{SV} = 0) = -\log f(S_{SV} | l_{SV} = 0)$$  (4)

where $S_{sv}$ represents the mean value of shape feature of a supervoxel. $f$ is defined as:

$$f(S_{SV} | l_{SV} = 1) = 1 - f(S_{SV} | l_{SV} = 0) = \frac{1}{1 + \exp(-\beta d(d-k))}$$  (5)

where $d$ is the distance of a pixel to the fitted surfaces, $k$ and $\beta$ are shape feature parameters which control the fatness and slope of the shape.

The affinities of each pair of neighboring supervoxels $SV_p$ and $SV_q$ are used to compute the smoothness term. The supervoxels that are close to each other and have more common slices will be grouped together. Based on this principle, the smoothness term is defines as:

$$\sum_{(SV_p, SV_q) \in N} V_{SV_p, SV_q}(l_{SV_p}, l_{SV_q}) = \frac{|l_{SV_p} - l_{SV_q}|}{\max(|SV_p|, |SV_q|)}$$  (6)

where $SV_p \cap SV_q$ stands for the number of common slices between two neighboring supervoxels. $|SV_p|$ and $|SV_q|$ are the number of slices (lifespan) of supervoxel $SV_p$ and $SV_q$, respectively. This geometry based smoothness term encourages supervoxels that have similar locations and share more common slices to be assigned as the same label.

Once data term and smoothness term are obtained, the energy function can be minimized by the graph cut algorithm. Each supervoxel will be assigned a binary label. The pixels in
the same supervoxel have the same label. Then the prostate surface can be derived from the labeled volume data.

2.3 3D level set

The supervoxel-based graph cut algorithm is an efficient method. However, the output may be not satisfactory when the supervoxel fails to find the boundary of the prostate accurately. To solve this problem, the prostate surface obtained from the graph cut should be refined. 3D level set is adopted in our method to refine the prostate surface. As the surface is good enough for the initialization of the level set algorithm, only several iterations are needed to achieve convergence.

2.4 Evaluation metrics

Four evaluation metrics are used to evaluate the performance, which are DICE similarity coefficient (DSC), relative volume difference (RVD), Hausdorff distance (HD), and average surface distance (ASD) [3, 19]. The DSC is calculated by:

\[
DSC = \frac{2|V_{gt} \cap V_{alg}|}{|V_{gt}| + |V_{alg}|} \quad (7)
\]

where \(|V_{gt}|\) is the number of voxels in the segmentation of the ground truth and \(|V_{alg}|\) is the number of voxels in the segmentation of the proposed algorithm. The RVD is computed as:

\[
RVD = 100 \times \left( \frac{|V_{gt}|}{|V_{alg}|} - 1 \right) \quad (8)
\]

The RVD is used to evaluate whether the algorithm tends to over-segment or under-segment the prostate. To compute the HD and ASD, a distance from a voxel x to a surface Y is defined firstly as \(d(x, Y) = \min_{y \in Y} ||x - y||\).

The HD between two surfaces X and Y is calculated by:

\[
HD(X, Y) = \max \left[ \max_{x \in X} d(x, Y), \max_{y \in Y} d(y, X) \right] \quad (9)
\]

The ASD is defined as:

\[
ASD(X, Y) = \frac{1}{|X| + |Y|} \left( \sum_{x \in X} d(x, Y) + \sum_{y \in Y} d(y, X) \right) \quad (10)
\]

where \(|X|\) and \(|Y|\) represent the number of voxels in the surface X and Y, respectively.

3. RESULTS

3.1 MR images

The proposed method was evaluated on our prostate MR data set, which consists of 12 T2-weighted volumes. Transverse images were used in the experiments. The voxel sizes of the volumes are from 0.625mm to 1mm. The field of view varies from 200×200 mm² to 333×500 mm².
3.2 Qualitative evaluation results

The performance of the proposed method is evaluated qualitatively by visual comparison with the manually segmented contours. Meanwhile, the demonstration of the supervoxels is showed in Fig. 3.

The qualitative results from 12 prostate volumes are shown in Fig. 4. Blue curves are manual segmented ground truth by an experienced radiologist, while the red curves are output of the proposed method. Our method has satisfactory results for all the 12 volumes.

3.3 Quantitative evaluation results

The quantitative results are shown in Table 1.

4. CONCLUSIONS

We proposed a supervoxel-based method to segment the prostate from 3D MR images. The experiments on our MRI data set showed that this method could extract the prostate surface accurately. To the best of our knowledge, this is the first study to use supervoxel for the segmentation of prostate MR images. It reduces the computational and memory cost significantly. Meanwhile, the proposed method makes the graph cuts algorithm to be competent for handling big 3D medical data. The segmentation method can be applied to various applications in prostate imaging.
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Figure 1.
The framework of the proposed method.
Figure 2.
Supervoxels and their geometric relations in the 3D medical image volume.
Figure 3.
Qualitative evaluation results of the proposed method. The first row is one slice from a
typical MR volume, while the second row is the adjacent slice of the same volume. The first
column is the original slice. The second column is the supervoxel demonstration. Same color
between two slices means the same supervoxel. The blue supervoxels are the segmented
prostate obtained from the graph cut. In the third column, the blue boundaries of supervoxels
that belong to the prostate are superposed on the original slices to demonstrate the good
adherence of the supervoxel to the boundaries of the prostate. The red curves in the fourth
column are the final segmentation obtained by using the 3D level set method. The blue
curves are the manual segmented ground truth.
Figure 4.
Qualitative results of the proposed method.
Table 1

Quantitative evaluation of the supervoxel-based prostate segmentation method

<table>
<thead>
<tr>
<th></th>
<th>V01</th>
<th>V02</th>
<th>V03</th>
<th>V04</th>
<th>V05</th>
<th>V06</th>
<th>V07</th>
<th>V08</th>
<th>V09</th>
<th>V10</th>
<th>V11</th>
<th>V12</th>
<th>Avg.</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSC(%)</td>
<td>87.4</td>
<td>89.4</td>
<td>80.3</td>
<td>85.4</td>
<td>89.6</td>
<td>91.0</td>
<td>86.7</td>
<td>87.8</td>
<td>88.6</td>
<td>81.2</td>
<td>88.2</td>
<td>87.1</td>
<td>86.9</td>
<td>3.2</td>
</tr>
<tr>
<td>RVD(%)</td>
<td>−8.5</td>
<td>−10.7</td>
<td>32.3</td>
<td>−18.0</td>
<td>−5.7</td>
<td>−9.6</td>
<td>13.0</td>
<td>−9.0</td>
<td>−7.4</td>
<td>−7.8</td>
<td>−5.5</td>
<td>10.7</td>
<td>−2.2</td>
<td>13.9</td>
</tr>
<tr>
<td>HD(mm)</td>
<td>6.1</td>
<td>6.1</td>
<td>7.5</td>
<td>6.7</td>
<td>9.5</td>
<td>5.2</td>
<td>8.3</td>
<td>6.4</td>
<td>7.7</td>
<td>8.8</td>
<td>6.2</td>
<td>8.0</td>
<td>7.2</td>
<td>1.3</td>
</tr>
<tr>
<td>ASD(mm)</td>
<td>1.4</td>
<td>1.4</td>
<td>1.8</td>
<td>1.5</td>
<td>1.5</td>
<td>1.2</td>
<td>1.4</td>
<td>1.3</td>
<td>1.3</td>
<td>1.9</td>
<td>1.5</td>
<td>1.8</td>
<td>1.5</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Our proposed method yields a mean DSC of 86.9%±3.2%, the RVD of −2.2%±13.9%, the HD of 7.2mm±1.3mm, and ASD of 1.5mm±0.2mm, which are satisfactory in our application.