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Generalization, the brain’s ability to transfer motor learning from one context to another, occurs in a wide range of complex behaviors. However, the rules of generalization in vocal behavior are poorly understood, and it is unknown how vocal learning generalizes across an animal’s entire repertoire of natural vocalizations and sequences. Here, we asked whether generalization occurs in a nonhuman vocal learner and quantified its properties. We hypothesized that adaptive error correction of a vocal gesture produced in one sequence would generalize to the same gesture produced in other sequences. To test our hypothesis, we manipulated the fundamental frequency (pitch) of auditory feedback in Bengalese finches (Lonchura striata var. domestica) to create sensory errors during vocal gestures (song syllables) produced in particular sequences. As hypothesized, error-corrective learning on pitch-shifted vocal gestures generalized to the same gestures produced in other sequential contexts. Surprisingly, generalization magnitude depended strongly on sequential distance from the pitch-shifted syllables, with greater adaptation for gestures produced near to the pitch-shifted syllable. A further unexpected result was that nonshifted syllables changed their pitch in the direction opposite from the shifted syllables. This apparently antiadaptive pattern of generalization could not be explained by correlations between generalization and the acoustic similarity to the pitch-shifted syllable. These findings therefore suggest that generalization depends on the type of vocal gesture and its sequential context relative to other gestures and may reflect an advantageous strategy for vocal learning and maintenance.
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Introduction

Generalization, the ability to transfer motor adaptation to a new context, is crucial for learning and maintaining complex behaviors. Generalization is especially important in vocal behavior, during which vocal muscles must be precisely activated to reach time-varying acoustic targets. Because complex vocal behaviors involve producing the same vocal gesture within many different sequences, generalization would allow adaptive modifications of a gesture to transfer to the same gesture produced in other sequences, improving performance.

What are the properties of vocal generalization? In humans, learned changes to one vocal can transfer to the same vocal produced in other words and to other vowels (Houde and Jordan, 1998; Villacorta et al., 2007; Cai et al., 2010; Rochet-Capellan et al., 2012). Furthermore, generalization lessens with increasing acoustic distance between training and transfer utterances (Cai et al., 2010; Rochet-Capellan et al., 2012). Such results parallel findings in limb movement studies, where generalization depends on the similarity between training and transfer movements (Shadmehr and Mussa-Ivaldi, 1994; Krakauer et al., 2000). However, other speech studies have suggested that learning is instance-specific with no generalization (Pile and Dajani, 2007; Tremblay et al., 2008; Rochet-Capellan and Ostry, 2011). Thus, the rules of vocal generalization are not well understood. One reason for this could be that speech studies typically use a small set of training and transfer utterances. It is therefore also unclear how generalization occurs across the full natural range of vocalizations and sequences.

Birds have provided insight into the neural basis of vocal behavior. Speech and birdsong share numerous parallels (Doupe and Kuhl, 1999; Bolhuis et al., 2010), which include using auditory feedback to correct vocal errors (Houde and Jordan, 1998; Jones and Munhall, 2000; Sober and Brainard, 2009). Physiological studies in songbirds have proposed models of how neural circuits shape the sequencing and acoustic structure of vocal gestures (Hahnloser et al., 2002; Kao et al., 2005; Leonardo and Fee, 2005; Sober et al., 2008; Wohlgemuth et al., 2010). However, although such models can suggest how adaptive vocal changes might be implemented in neural circuits, our poor understanding of the behavioral structure of vocal learning leaves such models badly underconstrained. In this study, we therefore investigated a fundamental question about the computations underlying vocal error correction by asking whether generalization occurs in songbirds or instead might be a unique feature of human speech.

We used Bengalese finches to ask whether generalization occurs in a nonhuman vocal learner and to quantify the properties...
of generalization in a natural vocal repertoire. We hypothesized that, when feedback errors are experienced for a song syllable appearing in a particular sequential context, error correction on the perturbed syllable would generalize to the same syllable produced in other contexts. Our hypothesis was based on similarities between other forms of vocal learning in humans and songbirds (Houde and Jordan, 1998; Jones and Margoliash, 1996; Leonardo and Fee, 2005; Wohlgemuth et al., 2010). We fitted songbirds with miniaturized headphones (Hoffmann et al., 2012) and shifted the pitch of auditory feedback from single syllables in particular sequential contexts (Fig. 1). We then quantified how birds adapted to the shifts and how this error correction generalized across other vocal gestures and contexts.

Materials and Methods

Six adult (>135-d-old) male Bengalese finches (Lonchura striata var. domestica) were used. Throughout the experiment, birds were isolated in sound-attenuating chambers and maintained on a 14 h:10 h light/dark cycle, with lights on from 7 A.M. to 9 P.M. All recordings analyzed here are from undirected song (i.e., no other bird was present). All procedures were approved by the Emory University Institutional Animal Care and Use Committee.

Experimental procedure. Online, real-time manipulations of auditory feedback were used to induce adaptive changes in song pitch. As described previously (Hoffmann et al., 2012), custom-built headphones were attached to each bird’s head. Sound-processing hardware shifted the pitch of acoustic signals and immediately relayed them to the headphone speakers. There was a mean delay of 8.5 ms from the time the bird sang a syllable to the time that syllable was played through the speakers. Vocal pitch in Bengalese finches remains stable when headphone speakers are attached to each bird’s head. Sound-processing hardware shifted the pitch of acoustic signals and immediately relayed them to head-mounted speakers. There was a mean delay of 8.5 ms from the time the bird sang a syllable to the time that syllable was played through the speakers.

Figure 1. Technique for manipulating auditory feedback during individual vocal gestures. a, Experimental apparatus. Song is collected by a microphone, pitch-shifted by an online sound processor, and immediately relayed to head-mounted speakers. b, Example of pitch-shift during a five-syllable motif. The targeted syllable (B₂, red) was artificially pitch-shifted by −100 cents, whereas nearby same-type (B₁ and B₃, green) and different-type (A and C, blue) syllables were unaltered. Left spectrogram, the bird’s vocal output (“sung”). Right spectrogram, the auditory feedback signal played through the headphones (“heard”). Inset at right, sung and heard pitches are the same for B₁ and B₃ but not B₂. c, Top, spectrogram of a stereotyped motif from a different bird. Bottom, syllables are color-coded by their assigned category. Only the targeted syllable (C₂, red) was pitch-shifted. All syllables in the motif were assigned a sequential distance from the target syllable.

During the shift days, all songs were relayed online through the headphone speakers. Target syllables within a stereotyped motif were pitch-shifted upward or downward by 100 cents, whereas all other syllables remained at zero pitch shift (Fig. 1). A ±100 cents pitch shift has been shown to robustly drive learning when applied to all song syllables (Sober and Brainard, 2009, 2012). Custom-written LabView software (Tumer and Brainard, 2007) was used to detect a syllable early in the motif. After syllable detection, a square wave was sent to an analog audio switch (Intersil, ISL54405), which switched from a zero-shift to shift channel for a targeted syllable. Current software detected the preceding syllable (A) at a slightly different time. This caused the pitch-shift to frequently overlap the second syllable. Therefore, it was decided to lengthen the shift time period to shift both syllables. Further-
more, Bengalese finch song consists of several motifs, which are frequently sung in different order. Some motifs are nonstereotyped; in these motifs, syllables are added, omitted, or swapped. However, all targeted syllables occurred in a stereotyped motif where syllable order was always the same.

**Syllable categories and sequential distance.** Song syllables were divided into three groups (Fig. 1c), designated “targeted” (n = 8), “same-type” (n = 19), and “different-type” (n = 55). Targeted syllables were artificially pitch-shifted, as described above. Some of the nontargeted syllables were visually indistinguishable from targeted syllables when viewed in a spectrogram (Fig. 1, green syllables) but occurred in different sequential positions within the motif. These were considered “same-type” syllables. The rest of the pitch-quantifiable syllables were assigned to the “different-type” group (Fig. 1, blue syllables). Same-type and different-type syllables were not pitch-shifted, except during rare accidental false-positive syllable detections.

Syllable labels were assigned using their acoustic structure as well as their sequential context. For example, Figure 1c shows a spectrogram of a stereotyped motif above the labels for each syllable. In this example, syllables are labeled A–G based on their spectral structure. Additionally, syllables are given numerical subscripts (A1, A2, etc.) to identify when a syllable is produced at different sequential positions within a motif. In the example shown, only syllable C3 is pitch-shifted (Fig. 1c, red box). Syllables C3 and C5 are therefore same-type syllables, and all other syllables are categorized as different-type, as described above. Figure 1c (bottom) also shows the sequential distance of each syllable from the shifted syllable. Syllables produced at different sequential distances from the target syllable were analyzed separately to quantify how changes to a shifted syllable generalized to nearby syllables as a function of sequential distance. Bengalese finches tend to have relatively short stereotyped motifs, so there were more data points for smaller sequential distances than for larger ones. Syllables produced outside of stereotyped motifs had variable sequential distances to the nearest target syllable and were not included in the sequential distance analysis, although they were included in all other analyses.

**Pitch quantification.** Song pitch changes were quantified by measuring pitch at specific times within individual syllables as previously described (Sober and Brainard, 2009). Although individual song syllables can be made up of multiple vocal gestures in some songbird species, the majority of Bengalese finch syllables contain only a single gesture with a reliably quantifiable pitch. Therefore, although measurements of “syllable pitch” refer to the pitch of individual vocal gestures, our analysis includes every gesture with quantifiable pitch. Each bird produced 5–8 (median 7) syllable types with quantifiable pitch. Pitch was quantified for all songs sung from 10:00 A.M. to 12:00 P.M. each day. Birds sang a median of 945 (range, 0–4328) pitch-quantifiable syllable iterations in each 2 h window. Whenever a bird did not sing within this window (3.5% of all iterations), the bird did not contribute to pitch data for that day.

Each individual syllable iteration’s measured pitch (in Hz) was converted to the fractional change from that syllable’s baseline pitch (in cents) as follows:

\[ C = 1200 \log_{10} \frac{H}{B} \]

where \( C \) is the syllable’s pitch change from baseline (in cents), \( H \) is the syllable’s measured pitch (in Hz), and \( B \) is the mean pitch (in Hz) of all iterations of that syllable over the last three baseline days. A shift of 100 cents corresponds to one semitone, which is a ~6% change in absolute frequency.

The “mean pitch change for one syllable” is the average of individual syllable iterations over the specified time period (one day or multiple days). The mean pitch change across multiple syllables was calculated in two ways (which yielded similar results):

\[ M_{\text{syll}} = \frac{M_S + M_{i2} + \ldots + M_{iJ}}{J} \]

where \( M_{\text{syll}} \) = mean pitch change across multiple syllable types, \( M_S \) = mean pitch change of syllable \( S \), \( J \) = total number of syllables used, or:

\[ M_{\text{iterations}} = \sum_{i=1}^{n} \frac{\sum_{j=1}^{M_i} S_{i,j}}{\sum_{j=1}^{M_i} N_{i,j}} \]

where \( M_{\text{iterations}} = \) mean pitch change across multiple syllables’ iterations, \( J = \) syllables used, \( d = \) days used, \( N_{i,j} = \) total number of iterations of syllable \( S_j \) on day \( d \) within the 2 h window, \( S_{i,j} \) = the pitch change relative to baseline for individual syllable \( S_i \) iteration on day \( d \). A frequently-sung syllable will contribute proportionally more to \( M_{\text{iterations}} \) where each syllable iteration is one data point, than \( M_{\text{syll}} \) where each type of syllable is one data point.

**Pitch contrast.** To determine whether pitch changes in different-type syllables acted to restore preexisting pitch relationships between syllables, three “pitch contrasts” were calculated for each target-syllable/different-type syllable pair. We define this pitch contrast at three different times during the experiment. First, for each pair of targeted and different-type syllables within each experiment, we define the “baseline” pitch contrast \( C_{\text{baseline}} \) as the difference (in cents) between the mean baseline pitch of a target syllable and a different-type syllable:

\[ C_{\text{baseline}} = 1200 \log_{10} \frac{T_{\text{baseline}}}{D_{\text{baseline}}} \]

Where \( T_{\text{baseline}} \) and \( D_{\text{baseline}} \) are the mean pitches of the targeted and different-type syllables, respectively, before shift onset. We then define the “shift start” contrast as the pitch difference between those two syllables when the shift on the target syllable first began (as heard by the bird, i.e., with the target syllable pitch-shifted ±100 cents relative to baseline):

\[ C_{\text{shift start}} = 1200 \log_{10} \frac{T_{\text{shift start}}}{D_{\text{shift start}}} \]

Finally, we define the “shift end” contrast as the difference during days 12–14 (as heard by the bird, i.e., with the target syllable pitch-shifted ±100 cents relative to the sung pitch on those days):

\[ C_{\text{shift end}} = 1200 \log_{10} \frac{T_{\text{shift end}}}{D_{\text{shift end}}} \]

Thus, \( C_{\text{baseline}} \) quantifies the preexisting pitch relationship between two syllables, \( C_{\text{shift start}} \) quantifies the suddenly changed pitch relationship when pitch-shifted auditory feedback began, and \( C_{\text{shift end}} \) quantifies the pitch relationship after the bird has responded to the perturbation by altering syllable pitches.

These contrasts were used to calculate percentage “restoration of pitch contrast” \( R_C \) for each syllable pair:

\[ R_C = \frac{(C_{\text{shift end}} - C_{\text{shift start}})}{(C_{\text{baseline}} - C_{\text{shift start}})} \times 100\% \]

Therefore, if by the end of the shift period the bird has restored the pitch contrast between syllables to its baseline value (i.e., if \( C_{\text{shift end}} = C_{\text{baseline}} \) then \( R_C \) will equal 100%. On the other hand, if the pitch contrast at the end of the shift epoch is unchanged from the beginning of the shift epoch (\( C_{\text{shift end}} = C_{\text{shift start}} \)), then restoration will be 0%. Importantly, the restoration of pitch contrast can be achieved by changing the pitch of the targeted syllable (\( T_s \)), the pitch of different-type syllables (\( D_s \)), or both.

To determine whether different-type syllable changes significantly contributed to restoring pitch contrast, for each pair of targeted and different-type syllables, percentage restoration was calculated once when pitch changes in different-type syllable were included and once when they were excluded. We excluded the effects of different-type syllable changes by computing

\[ C_{\text{shift end}} = 1200 \log_{10} \frac{T_{\text{shift end}}}{D_{\text{shift end}}} \]

which quantifies the pitch contrast at the end of the shift epoch but does not include the effects of changes in different-type syllable (because it uses \( D_{\text{shift start}} \) rather than \( D_{\text{shift end}} \)). We then computed \( R_C \) a measure of
pitch restoration that excludes the effect of changes in different-type syllables

\[ R_c = \frac{C_{\text{shift end}} - C_{\text{shift start}}}{(C_{\text{baseline}} - C_{\text{shift start}})} \times 100\% \]

If different-type syllable pitch changes contribute to pitch contrast restoration, then \( R_c \) will be greater than \( R_c^c \). A pairwise comparison of these two quantities was performed on the set of target-syllable/different-type-syllable pairs across birds. Finally, we quantified the fraction of total restoration provided by different-type syllables as \( R_c - R_c^c \).

**Acoustic distance to target syllable.** To determine whether there was a relationship between adaptive changes in a syllable and its similarity to the target syllable, an acoustic distance metric was calculated for each syllable. The algorithm is similar to a previously described metric (Wohlgemuth et al., 2010). First, three acoustic features were calculated for each syllable iteration that was sung during baseline: fundamental frequency (pitch), amplitude, and spectral entropy (Wohlgemuth et al., 2010). These three features were chosen because they capture a large fraction of the total trial-by-trial acoustic variation and are correlated with neural activity in the vocal motor system (Sober et al., 2008). Each individual feature was then transformed to a z-score using the global mean and SD of that feature across all syllables within each bird. Next, the 3D center of mass (COM) was calculated for each syllable: the mean z-score for pitch, amplitude, and spectral entropy across syllable iterations. Finally, the acoustic distance was defined as the Euclidean distance between a syllable’s COM to the bird’s target syllable’s COM. For the two birds that had two target syllables, the acoustic distance is the mean distance to each target syllable. Additionally, we calculated COM distances using only one acoustic feature (pitch, amplitude, or entropy) at a time using the same procedure. In that case, the distance between two syllables was obtained by subtracting the mean z-score of those syllables’ pitches (or amplitudes, or entropies).

**Mean spectrograms.** Mean spectrograms were computed by aligning individual syllable spectrograms and taking the natural log of the mean spectral power. The spectrograms are used for display only, and all reported analyses use acoustic data from single trials, not mean spectrograms.

### Results

We investigated how a sensory error on one syllable in a sequence caused adaptive changes on that syllable (targeted syllable) and examined generalization by quantifying the concurrent pitch changes of other syllables in the song (same-type and different-type syllables). A representative experiment in which the pitch of the targeted syllable was shifted by \(-100\) cents is shown in Figure 2.

**Adaptive pitch changes in the same syllable produced in other sequential contexts**

Spectrograms in Figure 2a show the targeted syllable (\( A_2 \)) and surrounding syllables on the last baseline day (left) and the same sequence on the last day of a 100 cent downwards pitch shift (right). Figure 2b (magenta and blue symbols) shows the pitch of the shifted auditory feedback on the first and last shift days, respectively. In response to the downward shift, the pitch of the target syllable changed in the adaptive direction (increased) between the baseline period (Fig. 2b, white symbol) and the end of the shift period (Fig. 2b, black symbol). The spectrograms also show surrounding same-type syllables (\( A_1, A_2, A_3, A_4 \)) in the motif (i.e., the same vocal gesture as the target syllable but produced in other sequential contexts). The bird changed the pitch of syllables produced after the targeted syllable, although they were not artificially pitch-shifted (\( A_3, A_4, A_5 \); white and black symbols, Fig. 2b). By the end of the shift period, the mean target syllable pitch had increased 30.9 cents above baseline, indicating \(-30\%\) compensation in the adaptive direction for the \(-100\) cents shift (Fig. 2c, rightmost red symbol). The bird also changed its same-type syllable pitches in the adaptive direction over shift days 12–14 (Fig. 2c, rightmost green symbol). Surprisingly, different-type syllable pitch was changed significantly in the antiaadaptive direction (Fig. 2c, rightmost blue symbol). Data from this representative experiment therefore indicate that, although only the targeted syllable was artificially pitch-shifted, pitch changed in the adaptive direction for the same vocal gesture produced in other sequential contexts and in the antiaadaptive direction for different vocal gestures.

When data were combined across birds, we found an overall pattern of significant adaptive changes in target syllables. Figure 3 shows pitch changes for all target syllables (red symbols). We quantified mean pitch changes two different ways (Fig. 3a,b, \( M_{\text{sylos}} \); Fig. 3c,d, \( M_{\text{iterations}} \) see Materials and Methods) and obtained similar results. \( M_{\text{sylos}} \) uses the mean pitch of each syllable as one data point, whereas \( M_{\text{iterations}} \) uses each individual syllable iteration as one data point. The calculated fraction of sensory error compensated for by the end of the shift period in Figure 3a (27.1% on shift day 14, red line) and Figure 3c (35.2% on shift day 14, red line) is similar to the 36% compensation fraction reported earlier when the entire song was shifted (Sober and Brainard, 2009). Thus, the birds changed pitch by a similar amount despite performing a syllable-specific learning task. Furthermore, as reported previously in experiments where the entire song was shifted (Sober and Brainard, 2009), adaptive pitch changes on target syllables fell within the range of baseline pitch variability. The SD of baseline variation was 38.3 cents (averaged across birds), so birds changed target syllable pitch by \(\sim 1\) SD.

To investigate whether error correction generalizes to the same vocalization produced in other sequential contexts (“same-type syllables”), we combined data across birds. Average pitch time courses for same-type syllables are shown in Figure 3a, c (green lines). Similar to the example experiment shown in Figure 2, the pitch of same-type syllables changed in the adaptive direction. Figure 3b, d displays the average pitch over shift days 12–14. Same-type syllables changed significantly in the adaptive direction (green asterisks), as did target syllables (red asterisks). Thus, although the magnitude of vocal changes depended somewhat on the averaging technique used (\( M_{\text{iterations}} \) vs. \( M_{\text{sylos}} \)), both methods show that there were adaptive pitch changes for the same vocal gestures produced in other contexts.

**Antiaadaptive pitch changes in different vocal gestures**

We also combined data across birds to ask whether error-corrective learning on one vocal gesture generalizes to different gestures. Figure 3a, c shows that different-type syllables (blue lines) gradually separated from target and same-type syllables. Surprisingly, we found that, on average, different-type syllables significantly changed pitch in the antiaadaptive direction (Fig. 3b,d, blue asterisks). That is, whereas shifted song syllables (Fig. 3, red) change their pitch in the direction opposite the applied pitch shift, different-type syllables (Fig. 3, blue) exhibit pitch changes in the same direction as the applied pitch shift. We refer to the latter as “negative generalization” in the Discussion to indicate that nonperturbed syllables are changing in the opposite, or antiaadaptive, direction as shifted syllables. Compared with the adaptive pitch changes observed in same-type syllables (Fig. 3b,d; green), the overall antiaadaptive pitch change found in different-type syllables is smaller in magnitude (Fig. 3b,d; blue) and somewhat more variable over the duration of the experiment (Fig. 3a,c; blue). Nevertheless, these antiaadaptive changes are both statisti-
cally significant and insensitive to the choice of how changes in vocal pitch are measured (\(M_{\text{iterations}}\) vs \(M_{\text{syls}}\); see Materials and Methods).

In conjunction with the adaptive changes observed in shifted syllables, antiadaptive changes in different-type syllables act to partially restore the pitch differences between song syllables. As shown in Figure 4a, introduction of a pitch shift (Fig. 4a, “pre-learning”) will perturb the relative pitches of hypothetical syllables “A” and “Z” when syllable “A” is pitch-shifted. Whereas an adaptive change in the pitch of syllable “A” (Fig. 4a, “post-learning,” upward arrow) will partially restore this acoustic relationship (or “pitch contrast”), a concomitant antiadaptive change in the pitch of syllable “Z” can further restore the relative pitch.

As described in Materials and Methods, we determined whether pitch changes in different-type syllables contributed sig-
significantly to this restoration of pitch contrast by quantifying restoration for each pair of target syllables and different-type syllables. A pairwise analysis isolated the contributions of pitch changes in different-type syllables and revealed that these changes contributed significantly to pitch contrast restoration across the learning epoch ($p < 0.05$, one-tailed paired-sample $t$ test) and on average accounted for 19.6% of the total restoration (see Materials and Methods), with changes in the targeted syllables contributing the remainder of the restoration. These antiadaptive changes may therefore reflect a corrective mechanism that preserves the pitch relationships across syllables (see Discussion).

The observed pattern of vocal changes is not an artifact of targeting errors
As described in Materials and Methods, online targeting of pitch shifts to selected syllables was very accurate, with mean hit and false-positive rates of 92.1% and 0.9%, respectively. However, because infrequent targeting errors sometimes resulted either in pitch shifts being applied to nontargeted syllables or a lack of pitch shift to targeted vocal gestures, it was important to assess whether our findings might have resulted from these targeting errors. This is very unlikely to have been the case. First, false-positive rates did not differ significantly for same-type and different-type syllables (1.8% and 0.6%, respectively, $p = 0.09$, two-tailed two-sample $t$ test), suggesting that the difference in pitch changes shown in Figure 3 does not reflect a difference in the frequency with which pitch shifts were accidentally applied to same-type and different-type syllables. Second, we performed an alternate analysis in which we excluded the two same-type syllables with the highest false-positive rates (13% and 15%; remaining same-type syllables’ false-positive rates did not exceed 2%). In this alternate analysis, the false-positive rates were nearly identical (0.4% and 0.6% for same-type and different-type syllables, respectively; $p = 0.55$), and the results of all other analyses were
of pitch, amplitude, and spectral entropy, acoustic features that have previously been shown to account for a substantial portion of acoustic variability in songbirds (Sober et al., 2008). We compared this acoustic distance with the amount the syllable pitch changed during the pitch shift period. We found no significant correlation between different-type syllable pitch changes and acoustic distance (Fig. 5). Furthermore, we performed three additional analyses in which acoustic distances were computed using only a single acoustic parameter (i.e., three separate one-dimensional analyses; see Materials and Methods). The additional analyses also failed to yield any significant correlation between acoustic similarity and adaptive vocal change \((p > 0.4)\) in all cases). Therefore, in contrast to several studies of human speech (see Discussion), we find no significant relationship between change in pitch and acoustic similarity to the perturbed vocal gesture, suggesting that the pitch change observed in non-trained song syllables is not strongly related to their acoustic similarity to the trained gesture.

**Sequential context affects vocal changes**

After analyzing how birds changed the pitch of other vocal gestures of varying acoustical similarity, we investigated whether generalization of error correction was sequence-dependent. Specifically, we asked whether the amount of pitch change in a vocal gesture depended on how closely it was produced to the targeted vocal gesture in the motif. For example, Figure 2b shows that the first syllable sung after the target syllable \(A_1\) changed pitch by a greater amount than the third syllable sung after the target syllable \(A_3\), suggesting a correlation between sequential distance and the amount of pitch change.

Across all birds, we found that, on average, nontargeted syllables changed in the adaptive direction when they were produced in close proximity to the pitch-shifted syllable. Figure 6 shows that both same-type and different-type syllables produced immediately adjacent to the targeted syllable changed pitch in the adaptive direction. Linear regression analyses revealed significant relationships between sequential distance and changes in vocal pitch in all cases (Fig. 6, blue and green lines), indicating that the amount of pitch change decreased with increasing sequential distance from the targeted syllable. This sequence-dependent pat-
tern of adaptive vocal changes suggests that error information from one syllable is used to generate adaptive vocal changes in nearby syllables as well, as schematized in Figure 4b.

The overall pattern of pitch changes shown in Figure 6 may therefore reflect a combination of category-specific (same-type vs different-type) and sequence-dependent effects. That is, although on average same-type and different-type syllables changed in opposite directions (a “category-specific” effect, Fig. 3b,d), both types of syllables displayed adaptive changes in syllables immediately adjacent to the targeted syllable with smaller or negative changes at greater distances (a “sequence-dependent” effect). In the Discussion, we speculate that these two effects result from two distinct processes underlying vocal adaptation.

We also asked whether experiencing vocal errors at a single vocal gesture led to asymmetrical effects on the surrounding movements. For example, Figure 2b shows an example in which significant pitch changes occur in the syllables after, but not before, the targeted syllable. We therefore tested whether the magnitude of pitch change falls off more quickly at positive and negative sequential distances by comparing the absolute slopes of the regression lines shown in Figure 6a, b. We found a significant difference in slopes (Fig. 6a, asterisk; partial F test), indicating an asymmetrical pattern: the magnitude of pitch change decreased more rapidly (in terms of sequential distance) for same-type syllables produced before the targeted syllable. When we performed the same analysis for different-type syllables, we also found a significant difference in slopes (Fig. 6b, asterisk; partial F test) but with the opposite pattern: the amount of pitch change decreased more rapidly for syllables produced after the targeted syllable.

Finally, it is possible that the apparent effect of sequence on vocal learning (Fig. 6) and the lack of an effect of acoustic similarity (Fig. 5) result from a confound between sequential and acoustic distances. For example, if vocal changes depended only on acoustic similarity, and nearby syllables were more acoustically similar to the targeted syllable than distant syllables, we could observe the same learning pattern as seen in Figure 6 and erroneously conclude that learning depends on sequential context when it actually depended on acoustic distance. However, we found that syllables’ sequential and acoustic distances were not correlated (p = 0.36 for different-type syllables, p = 0.84 for same-type syllables, p = 0.32 for combined syllables), suggesting that acoustic similarity cannot account for the patterns of vocal changes observed in Figure 6. The evidence therefore suggests that acoustic and sequential distances are largely independent in our dataset and make different contributions to the observed patterns of vocal plasticity.

Discussion

We found that songbirds use sensory errors to change the acoustics of individual vocal gestures occurring in particular sequential contexts. Songbirds also modified the pitches of unperturbed vocal gestures, which we suggest is evidence for transfer of learning, or generalization. As hypothesized, adaptive pitch changes generalized to the same syllables produced in other sequential contexts. We also found two surprising results. First, the average transfer of learning to different vocal gestures was in the anti-adaptive direction, signifying negative generalization. Second, generalization magnitude was negatively correlated with the sequential distance from the pitch-shifted syllable.

Learning to alter specific vocal gestures

Although prior studies have used negative reinforcement to show that birds can alter specific syllables (Tumer and Brainard, 2007), our results demonstrate that birds adjust individual syllables in response to naturalistic pitch perturbations (Fig. 3, red), suggesting that birds generate internal error signals specific to particular gestures. Our results parallel similar findings in humans, who alter the acoustics of single phonemes in response to manipulated auditory feedback (Houde and Jordan, 1998; Jones and Munhall,
Gesture-specific error correction may therefore be a general principle to help maintain learned vocal behaviors.

Learning generalizes to the same gesture in other contexts
We found that compensatory changes in a vocal gesture generalize to the same gesture produced in other contexts (Fig. 3, green). In humans, learning similarly generalizes to the same vowel in different words (Houde and Jordan, 1998; Villacorta et al., 2007). Our results show that this phenomenon occurs in songbirds during natural vocal behaviors, not only in the reduced “training utterance–test utterance” paradigms used in many human studies. This type of generalization may be advantageous because it reduces the need to relearn how to produce a vocal gesture correctly in each possible context.

Negative generalization to different gestures
Unexpectedly, learning generalized in the antiadaptive direction for different-type syllables (Fig. 3, blue). To our knowledge, negative generalization has not been reported in any sensorimotor learning studies. One study (Taylor et al., 2013) involving visual rotations showed that, when subjects received limited visual feedback and reached to one target, errors to targets in the opposite direction were in the same direction as the sensory perturbation. However, these effects disappeared when more visual feedback was provided and, as the authors noted, likely reflect normal adaptation in a Cartesian reference frame, not negative generalization.

Why would negative generalization occur? Intuitively, altering different-type syllables should cause sensory error signals and a subsequent return to baseline (Sober and Brainard, 2009). However, our data suggest that the brain does not treat vocal gestures as isolated units, each having a specific set of desired acoustic features. Rather, we propose that the brain seeks to maintain specific acoustic relationships among vocal gestures. The observed antiadapative pitch changes act to partially reestablish the preexisting pitch contrast between syllables (Fig. 4a). Therefore, although songbirds generate syllable-specific vocal corrections, alterations of unperturbed syllables could be used to maintain the relationships between vocal gestures.

A recent study simulating reward-based learning (Darshan et al., 2014) proposes a possible computational mechanism for negative generalization. The authors showed that, when model neurons that transform sensory input into motor output respond to a wide range of sensory stimuli, negative generalization (or “destructive interference”) can result. Although future work is required to assess whether the songbird brain implements such mechanisms, these modeling results suggest that negative generalization might result from auditory responses in the song system. Auditory activity is influenced by multiple syllables in a sequence (Margoliash and Fortune, 1992; Lewicki and Arthur, 1996; Dave and Margoliash, 2000), suggesting that the effects on nontargeted syllables could reflect the relatively long integration time observed in auditory responses.

Generalization is not predicted by acoustic similarity
We found that learning transfer was uncorrelated with acoustic distance from the targeted syllable (Fig. 5). This contrasts with some human speech (Cai et al., 2010; Rothet-Capellan et al., 2012) and limb movement (Shadmehr and Mussa-Ivaldi, 1994; Roby-Brami and Burnod, 1995; Ghahramani et al., 1996; Field et al., 1999; Krakauer et al., 2000; Shadmehr, 2004) studies finding more generalization for gestures similar to the trained gesture. The differing results may arise because different-type syllables represent entirely different movement categories to the bird, analogous to performing reaching versus ball-throwing movements. Although some studies have found that learning generalizes across categorically different movements (Conditt et al., 1997; Morton and Bastian, 2004; Krakauer et al., 2011), others have not (Roby-Brami and Burnod, 1995; Field et al., 1999; Krakauer et al., 2000; Palmer and Meyer, 2000). Analogously, in speech studies, the training and test utterances may not have been internally represented as separate categories.

Differences between our results and those in humans may also reflect differences in the degeneracy of speech and birdsong. Generalization studies in humans have explored vowel formant changes (Houde and Jordan, 1998; Pile and Dajani, 2007; Villacorta et al., 2007; Cai et al., 2010; Rochet-Capellan et al., 2012). Vowel production involves precisely configuring vocal tract shape, and particular articulator configurations are thought to uniquely determine the formant frequencies in most cases (Hogden et al., 1996; Stevens, 1998; Mitra et al., 2010). In contrast, pitch control in songbirds appears to be more degenerate. Pitch is controlled by both air pressure and vocal fold tension (Goller and Suthers, 1996; Gardner et al., 2001; Laje et al., 2002), and different motor patterns can produce acoustically similar vocalizations (Suthers et al., 1996; Leonardo and Fee, 2005). Additionally, whereas voiced speech has one sound source, the songbird vocal organ (syrinx) contains two independently controlled sources, which might allow the same acoustic feature to be produced using either source (but see Secora et al., 2012). The discrepancy between our findings (Fig. 5) and those in humans might therefore arise because acoustically similar vocalizations necessarily reflect similar motor programs in humans but not in songbirds.

Importantly, our finding that acoustic similarity does not predict generalization may depend on the choice of acoustic parameters (pitch, amplitude, and spectral entropy; see Results) used to measure similarity. We used these parameters because they account for a significant fraction of behavioral variation (Sober et al., 2008). However, computing acoustic differences with more or other parameters might yield different results. Also, the degeneracy in pitch control described above may require measurements of muscle dynamics during song to obtain a more complete picture of gesture similarity. Nevertheless, the lack of a robust relationship between generalization and similarity may reflect either a significant difference between songbirds and humans or between vocal error correction across a natural vocal repertoire and experiments using a more limited set of vocalizations.

Sequence-dependent generalization
Unexpectedly, we found that, for same-type syllables, generalization decreased with increasing sequential distance from the pitch-shifted syllable (Fig. 6a). Furthermore, although on average they exhibited antiadapative pitch changes (Fig. 3), different-type syllables also exhibited adaptive changes in syllables adjacent to the targeted syllable and antiadapative changes at larger distances (Fig. 6b) and therefore exhibited similar sequence-dependent differences in generalization. To our knowledge, the finding that generalization varies with sequential context is novel in both the speech and limb movement literature. Importantly, prior studies suggest that this phenomenon does not reflect biomechanical constraints preventing syllable-specific pitch changes. Songbirds can be trained to modify the pitch of individual syllables without altering temporally adjacent syllables (Tumer and Brainard, 2007) and can modulate pitch within syllables with 10 ms resolution (Charlesworth et al., 2011). The spread of generalization to
adjacent syllables shown in Figure 6 is therefore highly unlikely to reflect a motor constraint preventing songbirds from generating syllable-specific changes.

What might account for this sequence-dependent generalization? We speculate that, when a sensory error occurs during one syllable in a sequence, the “error credit assignment” (Wolpert et al., 2011) is not localized in time to just that syllable but is partially assigned to nearby syllables in the sequence (Fig. 4b). Because trial-by-trial variations in consecutive syllables’ acoustics are typically correlated (Sober et al., 2008), if a bird makes an error on one syllable, it is likely to have made an error on the next and previous one as well. Thus, an advantageous strategy may be to extend the credit assignment function several syllables backward and forward in time from the syllable in which an error is detected. Why, then, are pitch changes not observed in syllables adjacent to those targeted by negative reinforcement (Tumer and Brainard, 2007)? One possible explanation is that the highly salient (and artificial) negative reinforcement signals provide additional information that birds use to localize vocal changes in time.

Interactions between sequence-dependent and category-specific effects

Although they show similarly sequence-dependent patterns of generalization (Fig. 6), same-type and different-type syllables differ significantly in the average magnitude and direction of generalization (Fig. 3). We therefore speculate that our results reflect a combination of sequence-dependent and category-specific effects. That is, the changes in generalization across sequential distance in both same- and different-type syllables (regression lines in Fig. 6) may reflect a sequence-dependent effect of error credit assignment (Fig. 4b), as discussed above. At the same time, the overall antiadaptive bias in different-type syllables may reflect an additional mechanism for reestablishing acoustic relationships between syllables (Fig. 4a) that affects different-type syllables but is weaker or absent in same-type syllables (and is thus syllable category-specific). Therefore, changes in different-type syllables (Fig. 6b) might reflect the combination of sequence-dependent (adaptive changes at small sequential distances) and category-specific (antiadaptive changes across all different-type syllables) effects. This combination of adaptive and antiadaptive effects might account for the relatively small average magnitude of changes in different-type syllables (Fig. 3b).

A key remaining question is whether generalization in same-type syllables (Fig. 6a) includes a global antiadaptive component in addition to the strongly sequence-dependent adaptive changes. The regression line shown in Figure 6a crosses the y = 0 line, suggesting that antiadaptive shifts might be present at long sequential distances, as is the case for different-type syllables (Fig. 6b). However, because our dataset contains very few examples of longer distances (and no examples of distances >7 syllables), we do not have sufficient statistical power to determine whether same-type syllables exhibit global antiadaptive changes in addition to local adaptive changes, as is the case for different-type syllables.

An alternate hypothesis is that, rather than resulting from the combined action of two processes (sequence-dependent error assignment and category-specific changes), the patterns in Figure 6 might reflect variations in how a sequence-dependent error signal affects different motor programs. In this scenario, a sensory error during one syllable would result in a modulatory signal affecting multiple syllables in a sequence, but this signal would interact differently with the motor programs underlying same-type and different-type syllable to bias vocal changes in the adaptive and antiadaptive directions, respectively. Future studies showing how auditory errors reshape premotor activity will provide mechanistic insight into how sensory signals interact with motor changes in sequenced behaviors.
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